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Abstract
We present a review of experimental, theoretical, and molecular simulation
studies of confinement effects on freezing and melting. We consider both
simple and more complex adsorbates that are confined in various environments
(slit or cylindrical pores and also disordered porous materials). The most
commonly used molecular simulation, theoretical and experimental methods
are first presented. We also provide a brief description of the most widely used
porous materials. The current state of knowledge on the effects of confinement
on structure and freezing temperature, and the appearance of new surface-
driven and confinement-driven phases are then discussed. We also address how
confinement affects the glass transition.
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1. Introduction

An understanding of freezing and melting in confined systems is of practical importance in
lubrication, adhesion, nanotribology and fabrication of nanomaterials. The use of nanoporous
materials as templates for forming nanomaterials such as composites, nanowires and nanotube
arrays is receiving wide attention (e.g. [1–6]). Formation of the nanomaterial in the porous
template is usually achieved by infiltration of molten material [2, 4, 5], vapour phase
deposition [7] or electrochemical deposition [8]. Freezing in narrow pores is also of importance
in understanding frost heaving and the distribution of pollutants in soils. Freezing in porous
media has been widely employed in the characterization of porous materials using the method
of thermoporometry [9]. In this method the change in the freezing temperature is related to the
pore size through the Gibbs–Thomson equation.

The fundamental interest in this area is the desire to understand the new physics that occurs
due to finite-size effects, surface forces and reduced dimensionality. Examples of such systems
are phases confined within narrow pores, in reverse micelles, in the slit-shaped confined spaces
involved in lubrication of magnetic hard disks and between the mica surfaces of the surface
forces apparatus. Micro- and mesoporous materials (with pore widths under 2 and 2–50 nm,
respectively) can have pores with approximately slit-shaped (e.g. activated carbon fibres,
microporous boron nitride, clays), cylindrical (e.g. MCM-41, SBA-15) or spherical (carbon
aerogels, mesocellular foams) geometry; simple models of the pore structure of these materials
assume such simple geometries throughout the pore structure. On reducing the width of the
confined space to approach the range of the intermolecular forces we can expect significant
shifts in the freezing temperature, and in some cases we might anticipate new surface- or
confinement-induced phases to occur. In such systems the confined phase is usually termed
the adsorbate and the solid material in which it is confined is the adsorbent. As is the case for
wetting phenomena and capillary condensation, we can anticipate that the physical behaviour
of the confined system will be sensitive to the competition between the adsorbate–adsorbate and
adsorbate–adsorbent intermolecular forces. These expectations are confirmed by experiment.
The nature of these phases, their structure and properties (e.g. diffusion rates, shear properties
etc) and their relation to the surface forces, pore dimensions and pore morphology and topology
are of considerable interest, and are at present not well understood.

Although numerous complications (metastable states, surface heterogeneity, pore
connectivity etc—see below) can occur in experimental systems, it is useful to consider the
freezing and melting of a pure substance of spherical, non-polar molecules confined in non-
connected pores of a single geometry (e.g. slit-shaped), and having homogeneous walls. Two
intermolecular potentials are then involved, and if we neglect non-additivity we can write the
pair potentials as uff(r) = εff f (r/σff) and ufw(r) = εfw f (r/σfw), where ε and σ are the
usual energy (well depth) and molecular diameter parameters, respectively, and f and w denote
fluid (adsorbate) and wall (adsorbent) molecules, respectively. By putting the configuration
partition function for this system, and hence the free energy, in dimensionless form, it is easy
to show that, at a given pressure, any phase transition temperature, T ∗

tr , is a function of three
dimensionless variables [10, 11]:

T ∗
tr = f (H ∗, α, σfw/σff), (1)

where H ∗ = H/σff and α = Cεfw/εff, while T ∗
tr is the reduced transition temperature, and can

be written as T ∗
tr = Ttr/Ttr,bulk or T ∗

tr = kT/εff, where Ttr,bulk is the corresponding transition
temperature in the bulk fluid. The variable α measures the ratio of the adsorbate–wall (fw)
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to adsorbate–adsorbate (ff) attractive intermolecular potentials. The parameter C depends on
the pore geometry and the nature of the wall material, and accounts for the arrangement and
density of the wall atoms; for the Steele (10, 4, 3) potential for carbons, for example, it is [11]
C = ρwσ 2

fw�, where ρw is the number density of the wall atoms (which is large for carbon)
and � is the spacing between layers of carbon atoms (the graphene layers). The parameter α

can be used to classify porous materials in studies on freezing and melting of confined fluids;
adsorbents with α > 1 can be considered as ‘strongly attractive’ while those with α < 1 can be
considered as ‘weakly attractive’. When the fluid/fluid and fluid/wall interactions are similar,
the material can be referred to as exhibiting ‘intermediate attraction’. Although it depends
on the adsorbate/adsorbent system that is being considered, such a classification is useful
in qualitatively describing the freezing and melting behaviour of confined fluids. When the
diameters σfw and σff in equation (1) are not very different, and the pore width H comfortably
exceeds the larger of these two values, then the partition function is only weakly dependent on
the ratio σfw/σff and one can approximate equation (1) as:

T ∗
tr ≈ f (H ∗, α). (2)

Theoretical calculations and molecular simulations for such simple systems (Lennard-
Jones molecules in slit-shaped pores) show that both of these variables are important in
determining the behaviour of the confined fluid. The role of α is to determine the qualitative
change in the freezing temperature; for example, for small and moderate α values, the freezing
temperature is depressed relative to the bulk value, whereas for large α it is raised, while the
magnitude of shifts in transition temperatures depends on the pore width H ∗. On the other hand,
the appearance of new surface- or confinement-driven phases usually depends on a combination
of effects from α and H ∗.

Both theoretical and experimental works in this field are beset with significant difficulties;
the nature of the difficulties is different in the two cases, so that joint theoretical and
experimental studies are advisable and can be rewarding. In theoretical or simulation work
it is relatively straightforward to determine the structure of the confined phases, achievement of
true equilibrium and the order of any transition; simulations offer the possibility of systematic
studies of the effects of pore width, the nature of solid material, pore connectivity etc that are
usually difficult to achieve in experiments. Difficulties in the simulation studies arise from:
(a) limitations of the speed and memory of the computer, which in turn limit the size of the
system that can be studied (to a million molecules or so, and around 30–50 nm box length in
the case of atomistic simulations at present) and the real time that can be covered (up to about
100–1000 ns in molecular dynamics simulations); (b) uncertainty in the intermolecular forces;
(c) uncertainty in the pore morphology and topology, and in the nature of the pore walls for
most porous materials. Because of limitations of computer power it may be difficult to access
the timescales needed to study some dynamical processes, e.g. shearing of and diffusion in thin
confined films. This is also a severe limitation for the study of glassy transitions, which are
characterized by a critical slowing down of the dynamical properties of the system.

On the experimental side, difficulties include: (a) determining the nature of the
confined phase—it can be very difficult to distinguish between fluid, crystalline and
glassy phases, for example; (b) distinguishing between long-lived metastable and true
thermodynamic equilibrium states (determination of free energies is difficult and rarely
attempted); (c) avoidance of spurious results due to surface contamination from impurities
or nanoparticles; (d) smearing out of the transition range and determination of the order of the
transition—when, if ever, is it first order?; (e) competition between the thermodynamics driving
an order-disorder transition and the kinetics of the process, due to the slowing of the dynamics
of the system when the temperature decreases.
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A particular difficulty in the experiments, and to some degree in theoretical and
simulation studies also, is the identification of a confined phase as solid, and the distinction
between a crystalline phase and a glassy one. Bulk crystalline solids are characterized by
long-range atomic positional and bond orientational order. Such long-range order can be
detected experimentally through scattering experiments, and in atomistic simulations through
determination of pair positional and bond order correlation functions. Thermal atomic motion
is greatly reduced compared with fluid phases, the solid retains its shape and strongly resists
shear, and diffusion is extremely slow or non-existent. Several theories and criteria for solid
phases have been proposed. A commonly used criterion [12] for a solid phase is the magnitude
of the structure factor at the first peak, S(k0). For an isotropic fluid the first peak occurs at
k0 = 2π/ l, where l is the average intermolecular nearest neighbour distance. As the fluid is
cooled S(k0) increases, and molecular dynamics simulations show that for a three-dimensional
(3D) fluid S(k0)/S(k = ∞) ∼ 2.7 at the freezing point. For a two-dimensional (2D) fluid
S(k0)/S(k = ∞) ∼ 5 at the freezing point [13, 14]. Thus a value of S(k0) greater than
these values can be taken as indicative of a solid phase. This is known as the Hansen–Verlet
criterion. Another commonly used condition for melting is the Lindemann criterion [15]: a
crystal will melt when a temperature is reached at which the amplitude of vibration of the atoms
is sufficiently large that the atoms invade the space of their nearest neighbours [16–18]. A third
condition used to define the fluid-like or solid-like nature of the system is the Born criterion,
according to which the shear strength characteristic of solids disappears on melting [19]. Other
theories of melting include the dislocation theory of melting, according to which melting
occurs due to a catastrophic proliferation of dislocations in the solid [20, 21, 17], and various
nucleation theories of melting and freezing [22]. The dislocation theory of melting, which
is most useful for 2D systems and is therefore useful for confinement in slit-shaped pores, is
discussed in more detail in section 2.3.

Although these theories and criteria are useful for bulk systems, they are of limited use for
freezing and melting in confined systems. For example, the geometry and very small volume
of the confined film between the mica surfaces in the surface forces apparatus (SFA) have so
far precluded using neutron or x-ray techniques to probe the film’s structure [23, 24]. Although
bulk fluids do not appreciably resist shear, atomistic simulation and theoretical studies [25, 26]
have shown that very thin fluid films confined between parallel walls do resist shear and can
exhibit a limiting yield stress, similar to the behaviour of a solid film; however, the yield stress
is smaller for fluid than for solid films. Both simulation and SFA experimental studies suggest
that when solid phases form within a narrow pore they are considerably more defective than
bulk crystals, again making it more difficult to identify solid phases within narrow pores and to
distinguish between an amorphous glassy phase and a crystal.

In what follows we review the current state of knowledge from experiment and theory of
freezing and melting in confined systems. Our emphasis is on fairly simple, neutral adsorbate
molecules and well-characterized materials and surfaces; we do not explicitly consider
complex adsorbates, such as ionic fluids [27, 28], polymers [29–31], liquid crystals [32–35],
colloids [36–40] and amphiphilic molecules. Phase transitions in confined systems, including
freezing and melting, were reviewed 6 years ago by Gelb et al [41]. Experimental studies of
freezing and melting in confined systems have been reviewed by Christenson [42]; however,
this review did not include coverage of theoretical or molecular simulation studies. The most
useful atomistic simulation, theoretical and experimental methods are described in section 2;
a brief description of the most widely used porous materials is also included. The effects of
confinement on structure and freezing temperature, and the appearance of new surface-driven
and confinement-driven phases are described in sections 3 and 4, respectively. Global phase
behaviour is discussed in section 5, and conclusions in section 6.



Topical Review R19

Table 1. Various nanoporous materials.

Porous material Surface chemistry Pore shape Pore width (nm)

Ordered, regular:
Zeolite aluminosilicate O, Si, Al Cylinders, cages 0.3–1
Zeolite aluminophosphate O, P, Al Cylinders 0.8–1.3
Carbon nanotube C Cylinders 0.5–10
MCM-41 Si, O (H) Cylinders 1–5
SBA-15 Si, O (H) Cylinders (connected) 3–10
Porous silicon SiHx (x = 1, 2, 3) Polygonal cylinders 5–50

Disordered:
Porous glass Si, O (H) Distorted cylinders 2.5–104

Silica xerogel, oxides Si, O (H),. . . Distorted cylinders 1–100
Silica aerogel Si, O (H) Pore voids 5–50
Carbon aerogel C Slits and pore voids 1.5–60
Activated carbon fibres C Slits 0.6–1.3
Pillared clay O, Si, Al,. . . Slits and pillars 0.5–2

2. Methods and materials

2.1. Porous materials

Nanoporous materials can be roughly classified into those with regular and ordered porous
networks and those with disordered porous networks. Regular porous materials include solids
with either crystalline (zeolites, porous silicon, carbon nanotubes) or amorphous (MCM-41,
SBA-15) pore walls. For these porous solids, the structure can usually be determined using
x-ray or neutron diffraction. However, some uncertainties remain regarding their surface
roughness and chemistry (presence of cations, impurities and/or water species on the pore
surface). In contrast to regular porous solids, there is no direct and simple way to determine
the structural properties of disordered porous materials, due to the complexity of their pore
network and their amorphous nature. Some commonly used nanoporous materials, with their
pore shape and estimated size range, are shown in table 1.

Ordered porous materials. Among regular porous solids, zeolites are those with the best-
defined structure. They are crystalline materials that can be prepared with various pore
shapes, depending on the symmetry group of the crystal structure [43, 44]. They usually
contain oxygen and aluminium atoms and either silicon (aluminosilicate) or phosphorus atoms
(aluminophosphate). Some zeolite porous materials contain only oxygen and silicon atoms
(silica). Zeolite porous networks are made of straight microporous (pore size less than
2 nm) channels and/or quasi-spherical cages. The pore size can vary from 0.3 to 1 nm for
aluminosilicate zeolites and from 0.8 to 1.3 nm for aluminophosphate zeolites.

Carbon nanotubes are hollow carbon cylinders that can be obtained by depositing dense
carbon vapour on catalyst surfaces using either an electric arc or laser ablation. Their structure
can be modelled by rolling one (single-walled nanotube) or several (multi-walled nanotube)
graphene sheets to form a cylinder [45, 46]. Transmission electronic microscopy (TEM) images
of carbon nanotubes with different numbers of concentric layers are shown in figure 1(a) [47].
The inner diameter of carbon nanotubes can be varied from 0.5 to 2 nm for single-walled
materials and from 2 to 10 nm for multiwalled nanotubes. A common property of carbon
nanotubes and zeolites is their large aspect ratio (about 104), defined as the characteristic length
of the pores divided by their mean diameter. This feature has attracted great attention since it
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Figure 1. TEM images of regular nanoporous materials. (a) Transverse views of carbon nanotubes
with increasing numbers of concentric tubes, one to five layers from top to bottom (from [47]).
(b) MCM-41 materials having 2.0 nm cylindrical pores (from [48]). (c) SBA-15 materials having
6.0 nm cylindrical pores (from [51]).

allows one to study the behaviour of (quasi) one-dimensional systems. In contrast, porous oxide
ceramics MCM-41 are characterized by smaller aspect ratios, 102–103; the pore length is about
1 µm and the pore size between 1 and 10 nm [48]. These materials consist of cylindrical silica
mesopores packed into a hexagonal array (figure 1(b)). MCM-41 is obtained by a template
mechanism involving amphiphilic surfactant molecules [49, 50]. The structural properties of
MCM-41 have been well characterized by combining TEM, x-ray diffraction and adsorption
experiments. However, the exact surface chemistry (impurities, silica defects) and surface
texture (microporosity or surface roughness) is not well understood. The pore size of MCM-41
depends on the chain length of the surfactant molecules, but the porous structure is unstable
for pore sizes larger than 5 nm due to constraints on the 0.5–1 nm thick silica walls. Zhao
et al [51] have obtained a new generation of mesoporous oxide ceramics with larger pores than
5.0 nm (up to 10 or 20 nm) by replacing the amphiphilic molecules by block copolymers in the
template process. As shown in figure 1(c), these materials, named SBA-15, exhibit a similar
structure to that of MCM-41 but with thicker pore walls (∼3–4 nm), improving the stability
of the porous structure [51]. It has been shown that the main mesopores in SBA-15 materials
are connected via transverse microporous channels, formed by the calcination of hydrophilic
blocks enclosed in the silica substrate [52, 53].

Porous silicon is a nanoporous material that exhibits either an ordered or a disordered
porous network, depending on the level and type of doping of the initial compact substrate [54].
This material is obtained by electrochemical dissolution of single-crystal silicon wafers in a
hydrofluoric acid solution. For highly boron-doped substrates (type P+), the porous network is
a honeycomb-like structure of straight parallel tubular pores. Pores have polygonal shapes
and the size dispersion is large. The mean pore size can be varied from 5 to 50 nm and
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Figure 2. Electron microscopy images of disordered nanoporous materials. (a) Scanning electron
micrograph of a controlled porous glass (from [55]). (b) TEM picture of a carbon aerogel
(from [59]). (c) TEM image of an activated carbon obtained from coconut shell (from [62]).
(d) TEM picture of an activated carbon fibre (from [65]).

the pore length from 1 to few hundred micrometres, depending on the synthesis conditions.
It has been shown that, for very high doping levels, pores of this P+-type material have no
or little interconnection. Porous silicon solids obtained from P-type (lightly boron doped)
and N-type (phosphate doped) silicon substrates exhibit a very different structure from that
described above. For these doping types, the porous structure is a random network of spherical
microporous cavities, which are strongly interconnected (sponge-like morphology) [54]. For
these samples, the mean pore size is between 1 and 5 nm. Studies of the surface chemistry of
porous silicon have shown that the inner surfaces of the pores are covered by hydride groups,
SiHx (x = 1, 2 or 3), which are stable for a few days.

Disordered porous materials. Most of the early experiments on freezing/melting in confined
geometry were performed with disordered porous materials. Controlled pore glasses
(CPG), including Vycor glass, constitute a large family of disordered porous materials
(figure 2(a)) [55]. They are prepared by heating a mixture of oxides (SiO2, B2O3, Na2O
usually; in some cases Al2O3 is also present) to about 1200 ◦C to produce a miscible liquid
mixture, followed by quenching into the spinodal region at about 700 ◦C. Provided that the
initial composition is not too far from the critical mixing value, the mixture starts to separate
into two phases, one of which (the B2O3-rich phase) becomes a connected phase of roughly
cylindrical geometry, while the other is nearly pure silica. If left at this temperature the diameter
of the cylinders grows. When the desired diameter is reached, the mixture is quenched to room
temperature to form a glass, the B2O3-rich phase is removed with an acid leaving the connected
cylindrical pore structure, and the resulting silica structure is annealed. Controlled pore glasses
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exhibit a disordered porous structure of interconnected pores (for a characterization study of
Vycor, see [56]). The pore size distribution is narrow (±20%), although pores have a distorted
cylindrical shape. The mean pore size depends on the time the system is kept in the separation
process, and varies from 2.5 up to 104 nm.

Porous oxides (particularly silica) are prepared using a sol–gel technique [57]. Starting
with a gel formed by oxide solid particles in an aqueous solution, the solvent is removed by
drying the system. This process leads to a disordered porous material, called xerogel, having
both micropores and highly distorted cylindrical mesopores. These materials exhibit wide pore
size distributions, with a mean pore size that can be from 1 to 102 nm. During the drying process
there is a considerable shrinkage of the porous structure, which leads to an important reduction
of the pore space. However, the liquid solvent can be replaced by a gas or a supercritical fluid
during the drying stage in order to keep the highly porous structure of the wet gel. Using this
modified sol–gel technique, porous solids (called aerogel) with very high porosity and larger
pores than the xerogel materials can be obtained. In the case of aerogels, the mesoporosity
consists of spherical solid particles separated by pore voids, rather than tubular pores. Silica
aerogels can be obtained by replacing the water solvent by alcohol and heating the sample at
a temperature above the alcohol critical temperature [57]. Carbon aerogels are prepared from
the pyrolysis of an organic resorcinol/formaldehyde mixture using supercritical CO2 [58, 59].
Carbon materials obtained using this process have wide pore size distributions centred on a
mean value that can vary from 1.5 to 60 nm [60] (see figure 2(b)). The main advantages of
aerogels and xerogels are their easy preparation (pressure and temperature close to atmospheric
conditions) and their wide range of pore sizes.

Activated carbons constitute another important family of porous carbons [60]. They are
prepared by first pyrolysing organic compound precursors (saccharose, wood, coconut shells,
coal, polymers, pitch etc). This leads to a dense carbon material in which the porosity
consists of mostly closed pores [61, 62]. Then, pores are opened using either a physical (high-
temperature treatment in the presence of CO2/H2O gas) or a chemical (involving reactions with
acid compounds) activation process. Activated carbons are disordered porous materials with
quasi-slit-shaped micropores of various widths [60] (see figure 2(c)). The degree of disorder
of these nanoporous substrates depends on both the initial precursor and the heat treatment
temperature. Pikunic et al [63] have developed a method to build realistic models of activated
carbons. They modelled a series of cokes formed by pyrolysis of saccharose, showing that
the porous structure is strongly disordered. By contrast, activated carbon fibres obtained from
carbonization of polymers or isotropic pitch fibres consist of well-ordered though somewhat
defective graphene microcrystals [64, 65] (see figure 2(d)).

Another class of nanoporous materials are pillared structures, which exhibit both micro-
and mesoporosities [66]. These materials are obtained by transforming an inorganic layered
compound (mineral clays, metal oxide phosphate, layered double hydroxides etc) into a
chemically and thermally stable porous material that keeps the layer structure. This is done
by introducing pillars between layers of the initial layered structure. This pillaring process
involves several steps including swelling of the layered structure in a polar solvent, ion
exchanges between the sample and the pillared agent and calcination of the sample [66].
Only materials with charged layers such as clays can be pillared (the solid must have cationic
exchange capacity). The pillared clays (kaolinite, mica, smectite. . .) usually contain O, Si, H,
Al and P atoms. The microporosity of these materials is due to spacing between clay layers,
while mesoporosity consists of pore voids between clay particles. Pillared structures are usually
modelled as a disordered assembly of slit pores having a width of about 0.5–2 nm and a length
of 102–103 nm, respectively [67–69]. However, the exact pore size and shape distributions are
not well characterized and require further investigation.
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2.2. Experimental methods

Experimental studies of the effects of confinement are aimed at determining the nature of
freezing or melting, the temperature at which transitions occur, the enthalpy changes associated
with the transitions and the structure and properties of the confined phases. We present here
brief descriptions of some of the most commonly used methods, together with an analysis
of their advantages and drawbacks. The range of application of some of these methods is
schematically summarized in figure 3.

2.2.1. Phase transition temperatures and enthalpy of melting
Differential scanning calorimetry is one of the most convenient methods when dealing

with phase transitions that involve thermal events such as melting, freezing, allotropic
transformation or glass transition [70]. This method measures the temperatures and the heat
flow associated with the transitions as a function of time and temperature. Using only a small
amount of sample (a few mg) it provides the temperatures, breadths and enthalpies of transition
for any endothermic or exothermic processes related to changes in the heat capacity. Variations
of transition temperatures with respect to the bulk and occurrences of new metastable phases
may appear on the DSC scan. However, the method has a poor sensitivity for confined fluids
or solids; thermal events as well as some phase transitions, and especially glass transitions,
may not be detected because of the very small amount of material inside the pores. Moreover
it is not possible to determine the absolute value of the specific heat, in contrast to adiabatic
calorimetry (see below). The main weakness of DSC lies in the calculation of phase transition
enthalpies in confined materials. It is well known that in narrow pores (widths up to a few
tens of molecular diameters) crystallization is usually partial [71, 72]. As the determination
of the fraction of each phase in the sample is not possible by DSC, the transition enthalpies
of confined materials are probably underestimated [73]. Nevertheless, DSC remains one of
the most appropriate and accessible methods for the study of phase transition in confined
materials [74]. Temperature modulated differential scanning calorimetry (TMDSC) can also
be employed, in particular for the differentiation of overlapping transitions. TMDSC is a
modification of DSC in which a sinusoidal modulation of the heating rate is superimposed
on top of the constant heating ramp usually applied in conventional DSC experiments. This
modulation is usually sinusoidal with frequencies ranging from 10−3 to 3 × 10−2 Hz, and the
heating rate is often around 1 K min−1 [75]. Depending on the underlying heating rate and
the period and amplitude of the modulation, weak transitions can be detected. The resulting
heat flow measured is separated into a reversible part attributed to thermodynamic processes
and a non-reversible part due to time-dependent (kinetic) processes in the sample. One of the
advantages of TMDSC compared with conventional DSC is its sensitivity and resolution, which
allows the use of small samples, and the separation of signals which overlap in conventional
DSC.

Adiabatic calorimetry. Unlike DSC, adiabatic calorimetry allows a precise and absolute
determination of the heat capacity of a given sample [76]. Moreover, the size of cell used
in adiabatic calorimetry experiments is important (1–10 cm3) and the thermal events are easily
detectable, even for confined systems. The absolute heat capacity of confined liquids is obtained
with an accuracy of ∼3%, after subtraction of the empty cell and matrix heat capacities, and for
a typical sample mass of only 300–500 mg [77]. Heat capacity measurements are performed
following an intermittent heating after a quench to the lowest temperature at moderate cooling
rates. As for DSC measurements, the transition appears very broad. However, the contribution
of extra modes coming from the surface interaction between the wall and the fluid is not clear
and not well evaluated. The limitation of this method lies essentially in the fact that very few
laboratories have adiabatic calorimeters, and the experiments are quite tedious to perform [77].
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Figure 3. (a) Time and space scales of experiments discussed in the text for the study of
thermodynamic, structural and dynamical properties of a confined fluid and its melting/freezing
phase transition. Spectroscopies: adiabatic calorimetry (AC), differential scanning calorimetry
(DSC), nuclear magnetic resonance (NMR), dielectric relaxation spectroscopy (DRS) and the
nonlinear dielectric effect, solvation dynamics (SD), positronium annihilation lifetime spectroscopy
(PALS), electron paramagnetic resonance (EPR). Scattering experiments: light, quasi-elastic
neutron scattering including time of flight (TOF), backscattering (BS), neutron spin echo (NSE),
elastic neutron and x-ray scattering. (b) Current range of applicability of various theoretical
techniques in terms of the typical length and timescales that can be accessed at present. Based
on the use of efficient, parallelized codes, and runs of 1 week using 512 processors on the IBM SP3
machine at the San Diego Supercomputer Center.

(This figure is in colour only in the electronic version)

Nuclear magnetic resonance (NMR) is widely used for investigations on confined
materials [78–83]. NMR spectroscopy measures the absorption of electromagnetic radiation
during the transitions between spin states of atomic nuclei. In NMR experiments, a strong
constant field B0 and an oscillating field B1, which causes absorption of energy, are applied
to the sample. The energy absorbed by a given nucleus E = γ h̄ B0(1 − σ) depends on its
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electronic environment, and consequently on the structural properties of the sample, through
its chemical shielding constant, σγ , is an isotope-dependent property called the gyromagnetic
ratio. This technique is selective as one, two or even three different isotopes can be observed
at once. NMR spectroscopy provides information on both the structure and dynamics of the
system by chemical shift measurements and analysis of the relaxation properties, respectively.
Solid state NMR is complementary to x-ray (XRD) or neutron diffraction, since crystalline,
amorphous materials as well as powders can be investigated. While XRD provides information
about the long- and short-range ordering and periodicities, NMR spectroscopy is a powerful
technique to get information on the local environment of the nuclei. High-resolution solid state
NMR of nuclei such as 29Si, 27Al, 31P or 17O NMR is currently used for the characterization
of micro- or mesoporous materials [84–86]. Other nuclei, which can substitute for the usual
framework elements in mesoporous materials, such as 11B, 73Ge and 69,71Ga or other metals are
observable by solid state NMR. Probe molecules like water and hydrocarbons have been used
to study the pore architecture of mesoporous materials by monitoring the 1H NMR intensity
of the liquid water signal when decreasing the temperature (thermoporosimetry) [87]. Finally,
two-dimensional solid state heteronuclear NMR is used to investigate the connectivity of pore
channels in porous materials such as zeolites. One group of NMR experiments embodies all
the techniques based on chemical shift measurements, including liquid state NMR or solid
state magic angle spinning NMR, multinuclear and sometimes multidimensional experiments
such as chemical shift correlations. By detecting the environment of the nuclei, they help
to locate them in the sample and relate these findings to the structure. Therefore, NMR is
expected to detect events that lead to changes in the interactions between magnetic nuclei such
as crystallization, melting or progressive thermal activation of molecular mobility, and provide
a suitable method for the determination of phase transitions, when the DSC scans present phase
changes over a very broad range of temperatures, as in the case of confined systems. Moreover,
depending on the experimental conditions, NMR may be quantitative, and well-established
methods such as line-shape analysis allow a precise determination of the amount of matter
in each phase. Also, a combination of NMR line-shape analysis and DSC can give precise
information on the thermal events in the samples [72]. As for other experimental techniques,
one limitation in NMR studies of confined systems is the small amount of material in the
pores. Combined with the inherent lack of sensitivity of some heteronuclei, NMR experiments
can require prohibitive times when quantitative measurements have to be performed. The
second limitation lies in a decrease of spectral resolution that is caused by the slowing down
of molecular motions in the liquid phases, and the magnetic field inhomogeneities due to the
porous material.

Positron annihilation lifetime spectroscopy (PALS) is based on a unique ability of the small
ortho-positronium (o-Ps) probe to be localized in the regions of low electron density, such as
vacancies in crystals or the so-called free volume holes in amorphous systems. The o-Ps probe
works only in relatively rigid media with average relaxation times larger than its lifetime 10−9 s.
It provides a suitable local probe for phase transitions in confined geometry, as it is sensitive to
open voids within the pore. Positron and positronium (Ps) annihilation techniques have been
successfully applied to investigate the phase behaviour of adsorbed materials. However, the
analysis of data for confined systems is likely to be complex and depend on the nature and
density of the fluid [88–90].

Surface forces apparatus (SFA). The SFA, originally developed by Tabor and co-
workers [91–93], allows measurements in air or vacuum of the normal force between two solid
surfaces. The apparatus was subsequently modified to study the forces between the two surfaces
when separated by a vapour, liquid or solid [94–96]. While mica, because of its molecularly
smooth and chemically inert surface and ease of handling, has been the primary material used
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Figure 4. Schematic diagram (approximately to scale) of the shear force balance by Klein and
Kumacheva [114] The two mica sheets are mounted on cylindrical quartz lenses in a crossed-
cylinder configuration (see inset). The top lens is mounted on a sectored piezoelectric tube
(PZT), shown blown up on the right and illustrating the sideways motion induced when opposing
sectors in the x-direction experience equal and opposite potentials. The PZT is mounted via a
rigid stainless steel boat BO onto two vertical copper–beryllium leaf springs S1 (spring constant
K = 15 300 N m−1) which are rigidly mounted into the main body of the balance. Lateral forces
between the mica surfaces are transmitted to the springs S1, whose bending changes the thickness
x of the air gap G between the boat BO and a capacitance probe CP. This is monitored by the
change in capacitance of G (measured with a capacitor bridge). Normal forces are measured via
the bending of the horizontal stainless steel leaf spring S2 (spring constant K = 25 150 N m−1),
whose motion is a perfect up–down one without tilt (the single cantilever representation of S2 is for
simplicity). The distance D between the mica surfaces is measured as usual via the fringes of equal
chromatic order originating from the white light after projection onto the slit of the spectroscope.
From Klein and Kumacheva [114].

in SFA measurements, other materials are possible, including sapphire and silica sheets [97, 98]
and carbon and metal oxide [99]. In the usual method, the two transparent mica sheets (typically
∼2 µm thick) are coated with a semireflecting layer of silver and then attached to cylindrical
quartz lenses (R ∼ 1 cm) which are arranged in a crossed-cylinder configuration. The closest
separation, H , between the two mica surfaces as well as the refractive index of the confined
phase can be measured by an optical technique using multiple beam interference fringes called
fringes of equal chromatic order (FECO). H can be varied from zero up to micrometres with
an accuracy of 0.1 nm, using a piezoelectric crystal. The normal force F(H ) is measured using
sensitive springs. It is also possible to study the lateral force, Fshear(H ), when the confined
film is sheared. Forces and adhesion/interfacial energies are determined accurately to within
10−8 N and 10−3 mJ m−2, respectively. A SFA developed by Klein and co-workers [100, 101],
which provides for measurement of both normal and lateral forces, is shown in figure 4.
The SFA is unique in providing a means to study confinement in a single pore of simple
(essentially slit-shape) geometry, without complications due to wall roughness, variations in
pore shape, pore connectivity and disorder. However, a limitation with current apparatus is
that while H can be varied over a wide range, the range of temperatures that is accessible
is quite limited. Also, care is needed in preparing the mica surfaces to ensure that they are
clean and molecularly smooth. Mica readily attracts water, organics and other pollutants or
impurities, due to the high concentration of potassium ions near the surface. The mica sheets
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are usually prepared by cutting them with a heated platinum wire, and care must be used to
follow well-established procedures to avoid surface contamination by platinum nanoparticles.
These procedures, together with means of detecting impurities on the surface, have been the
subject of several recent studies [102–105].

2.2.2. Structure and density of the confined phase
Elastic neutron and x-ray diffraction are the methods of choice for the study of structure

within the pore. Moreover, the density of the confined system can be determined by neutron
diffraction. In order to examine both the matrix and the confined phase, elastic neutron
scattering experiments must cover an extended momentum transfer range, 0.001–10 Å

−1
; the

contribution from the matrix–matrix correlations can be removed by subtraction of a properly
weighted spectrum of the empty sample.

Wide angle neutron scattering (Q > 0.5 Å
−1

) is a major experimental tool to analyse the
local structure of condensed matter. In the case of a confined material it provides information
about the nature of the phase—liquid, amorphous or crystalline—so that phase transitions are
directly established [106–109]. The Bragg peaks of the confined system are broadened by
excluded volume effects, and one may estimate the size of crystallites within the pore from
the peak width. However, a quantitative description of the changes in the local structure
of the confined fluid requires a more refined analysis, taking excluded volume effects and
cross-correlation terms into account. Excluded volume effects specific to the pore geometry
may significantly distort their shapes and must be considered before a quantitative structural
description can be made [110–112].

With small angle neutron scattering (Q < 0.3 Å
−1

), the scattered neutron intensity of the
porous material exhibits either Bragg peaks arising from the arrangement of the cylindrical
pores in materials such as MCM-41 or SBA-15, or interaction peaks between pores in
disordered materials such as CPG, Vycor or microemulsions. Such peaks provide a unique
way to estimate the density of confined liquids, because their intensity I is related to the square
of the contrast, defined as the difference of the scattering length density ρb between the porous
matrix and the pore content:

I = A(ρwallbwall − ρfillbfill)
2, (3)

where A is a constant term, b is the average coherent scattering length and ρ is the number
density of atoms of the wall or the filler. A possible error of less than a few per cent due
to either the wall density (estimated as the bulk density), the amount of material (that could
be as large as 2 cm3) or the loading of the fluid cannot be excluded. On the other hand, this
systematic error does not have any effect on its relative temperature dependence; the change in
the slope of the thermal expansivity of the confined system provides an accurate location of any
glass transition, while an abrupt variation indicates a freezing process, that may be confirmed
by the presence of Bragg peaks at larger angle (see results for benzene confined in SBA-15 in
figure 5 [113]).

2.2.3. Fluid–solid characterization via dynamical properties. NMR based on relaxation
properties provides the time and length scales of molecular motions and, therefore, is
suitable for collecting information on the dynamics of confined phases. Spin relaxation
properties depend on the molecular motions in the confined system and consequently on
the nature of the phase, and the line widths depend on the relaxation times. Transport
properties can be investigated on different length scales from nanometres (by field cycling
relaxometry [115, 116]) to micrometres (by field gradient diffusometry) and even centimetres
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Figure 5. Bragg peaks of crystalline benzene as measured by elastic neutron scattering: in bulk
(well resolved) and in confined geometry with a pore diameter of roughly 14σ . The symmetry is
orthorhombic with lattice parameters a = 7.460 Å, b = 9.666 Å and c = 7.034 Å, which is not
altered by confinement. However, a strong broadening of the peak is observed (adapted from Xia
et al [113]).

(by NMR microimaging). Eventually, multidimensional solid state deuteron or carbon NMR
can cover a wider range of timescales (up to seconds, not illustrated in figure 3). Because of
its sensitivity 1H is the most commonly used nucleus where organic compounds are concerned.
However, as proton spin–lattice relaxation depends on both the translational and rotational
properties, the interpretation of results is complicated. As deuteron spin–lattice relaxation
depends only on rotational properties, isotopic substitution of 1H by 2H is often used for the
investigation of dynamical properties of organic adsorbates.

Neutron quasi-elastic or inelastic scattering experiments are suitable for studying the
dynamics of confined phases. Motions in the time range from 10−14 to 10−9 s can be
investigated by time of flight (TOF), backscattering (BS) and neutron spin echo (NSE)
experiments in a Q range from 0.01 to 5 Å

−1
. On this timescale, the spectra depend

on various types of motion from atomic and molecular vibrations (vibrational density of
state) to reorientational motions and diffusion, and thus help in distinguishing between liquid
and solid states. Because of the large incoherent scattering length of hydrogen, incoherent
scattering functions provide information on the dynamics of individual hydrogen atoms in
hydrogenated compounds (the self part of the dynamical structure factor S(Q, ω), where ω

is the frequency), whereas deuterated compounds are used to monitor collective molecular
motions (pair correlation functions). However, due to the matrix Bragg peaks, only data at
Q > 0.8 Å

−1
can be reasonably taken for the analysis. The residual contribution of the empty

matrix is always measured and can be subtracted, but in most cases 80% of the signal comes
from the confined fluid. Corrections are delicate, because of cross-correlation matrix/fluid
terms, possible adsorption of water by the empty matrices and rotational dynamics of the
functional groups grafted at the surface (even deuterated). From the temperature dependence
of the incoherent scattering function S(Q, ω), the elastic part of the scattering, Sel(Q, T ) is
operationally defined by the integral of S(Q, ω) over ω within the resolution in frequency
width of the spectrometer. After its normalization at very low temperature, where no relaxation
processes are expected, one obtains a Debye–Waller factor, W (Q, T ), and a mean square
displacement u2(T ) from its dependence on Q. u2(T ) provides a measure of the amplitude
of the motions at the timescale specific for the instrument (usually a nanosecond or a few
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picoseconds); it discriminates between a glass or a crystal, and its departure from harmonic
behaviour establishes a glass transition or a melting process very accurately [117, 118]. Also,
the quasi-elastic spectra obtained by neutron scattering are unique in being able to estimate the
amount of fluid participating in the relaxation process, as distinct from the amount of material
trapped at the surface with a much longer timescale.

Solvation dynamics experiments probe the dynamics of a confined liquid as a function of
pore size, temperature and surface chemistry. These experiments monitor the time-dependent
emission spectra following electronic excitation of a chromophore in liquid solution. Electronic
excitation of the solute molecules alters their charge distribution and thereby induces a solvent
response whose predominant signature is a time-dependent Stokes shift of the mean emission
energy, provided that the solvent reorganizes within the excited state lifetime of the probe.
The Stokes-shift correlation function C(t) reflects the shear modulus G(t) of the solvent
surrounding the probe. A laser pulse is used to populate the excited state and the subsequent
emission is recorded as a function of time for various temperatures. The probe molecules can
be attached to the silica surface; thus the dynamics in the immediate vicinity of the wall can be
examined on the timescale from a millisecond up to few hundred seconds, and can be compared
with the averaged dynamics within the pore when the probe is freely added in the fluid. This
is a unique way to discriminate between interfacial and averaged dynamics. Recently, it was
found that a simple non-polar liquid, 3-methylpentane, experiences an increase in its viscosity
by over three orders of magnitude in the immediate vicinity of a silica interface, equivalent to a
surface-induced glass transition [119]. However, only fluids confined in transparent media can
be studied using the solvation dynamics technique.

Dielectric relaxation spectroscopy. In DRS the complex relative permittivity of the system,
κ∗ = κ ′ − iκ ′′ (sometimes written as ε′′), is measured by applying an alternating electrical
potential to the system, whose frequency can be varied over a wide range. Measurements of
the dielectric constant κ ′ can be used to locate the phase transition of confined systems, since it
exhibits large and sharp changes on freezing. κ ′′ yields to the dielectric relaxation time τ , since
it is related to the energy dissipation in the system, including that due to viscous damping of
the rotational molecular motion in the alternating field. For example, the order of magnitude
of τ is 10−9 s for liquids around the melting temperature and 10−3 s for crystalline phases.
Intermediate values of τ are characteristic of supercooled liquids, τ ∼ 10−9–102 s, and hexatic
phases, τ ∼ 10−5 s; for glasses, τ is larger than 102 s and not measured [120–122]. However,
here again the presence of the matrix may introduce distortion in the spectra obtained, and
effective medium corrections specific to the porous geometry should be considered [123].

Nonlinear dielectric effect (NDE). Phase transitions in confined geometry can be studied
using NDE experiments [124], that measure a change in the electric susceptibility induced by
a strong electric field E :

�κ ′/E2 = κ ′
E − κ ′

0/E2, (4)

where κ ′
E and κ ′

0 are the electric susceptibility of the system under a strong electric field E and
in its absence, respectively. The sign and magnitude of the nonlinear dielectric response for a
liquid depends on the kind of inter- and intramolecular interactions and their energies [125].
The NDE versus temperature plot shows a divergence for continuous phase transitions, and
its finite value is characteristic of NDE in confined systems [41, 126]. For a first-order
transition, the NDE versus temperature curve breaks down at the transition temperature, as the
orientational polarization ceases to exist and the value of the NDE signal in the liquid phase is
close to zero. The temperature dependence of the NDE near a phase transition can be described
by a scaling law, with a critical exponent that gives information about the character of the phase
transition.
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Electron paramagnetic resonance (EPR) can be of value in characterizing the nature of the
liquid–wall interaction, and also in estimating the pore size of activated carbon fibres [127].
EPR is a phenomenon in which particles with a non-zero magnetic moment (paramagnetic
centres, i.e. unpaired electrons) are subjected to a constant and high-frequency alternating
magnetic field adjusted to cause resonance absorption of energy. The transitions between the
neighbouring energy levels of a particle (in a given energy state and in a given surroundings) are
the sources of EPR signals. The resonance condition is hν = gβ H , where ν is the frequency
of the alternating field (most often microwave), g is the spectroscopic splitting factor, β the
Bohr magneton and H is the intensity of the external magnetic field used to tune the system
to resonance conditions. The surroundings of a paramagnetic centre can be the source of an
additional local field, which permits characterization of the energy state of the particle and
its environment. The spectroscopic splitting factor g is the proportionality factor between the
spin energy state and the magnetic field (for a free electron g = 2.0023). This parameter
depends on the value of the magnetic field, and therefore can take different values even for
a given substance. It can be treated as a parameter characterizing the close environment of
the particle studied. Additional information on the interaction of the paramagnetic centres and
their interactions with the environment can be inferred from the fine or hyperfine structure of
the spectrum.

Light scattering (i.e. Raman, Brillouin and photon correlation) can provide information on
the dynamics of confined fluids over a wide timescale from τ ∼ 10−9 s to at least 1 s [128].
In the case of confined liquid crystals, phase transitions can be monitored by measuring the
frequency of some specific vibrational bands [129]. At present, this method requires transparent
materials, but new nano-Raman spectroscopy will soon be available [130], and will provide
vibrational bands of fluids confined in powders or dark samples.

2.3. Molecular simulation and theoretical methods

This section is devoted to a brief presentation of the most widely used simulation and
theoretical methods to study freezing/melting in nanopores (for a detailed presentation see
references [131–133]). These methods, as well as the typical time and length scales that
they can access, are illustrated in figure 3(b). In practice, limitations of computer power
require a compromise between the system size (length) and the time that can be covered
in the simulation. Most theoretical studies are based on the density functional theory in
statistical mechanics (DFT), while simulations are usually performed using the grand canonical
Monte Carlo algorithm (GCMC). However, molecular dynamics (MD) and other Monte
Carlo (MC) simulation methods (canonical, isobaric–isothermal or Gibbs ensemble) have also
been employed to investigate freezing of confined systems. In addition to those methods,
other simulation techniques (free energy calculation, reweighting histogram method, parallel
tempering) can be used to improve or complete the study of freezing by numerical simulation.

2.3.1. Molecular simulation. Molecular dynamics simulations consists of integrating, using
a time step δt , the classical equations of motion for all the particles i (mass mi ) of the system:

mi
d2ri (t)

dt2
= fi(t) = − ∂U

∂ri(t)
, (5)

where ri (t) and fi(t) are, respectively, the position of particle i and the force applied on
that particle at instant t . fi (t) is minus the derivative of the interaction potential U with
respect to ri and corresponds to the force due to all the other particles j �= i and the pore
substrate. The integration of equation (5) is made over a large number of time steps using
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finite difference methods such as the Verlet algorithm [134] or the Gear predictor–corrector
technique [135]. MD can be used to obtain dynamic properties of a system that cannot
be measured with MC simulations. For example, transport properties and time correlation
functions can be extracted and compared with experiments. In addition, static properties can
also be determined from atomic configurations. The most convenient ensemble for a MD
simulation is the microcanonical ensemble in which the temperature is not fixed. However, the
algorithm can be modified to allow simulations at constant temperature (canonical ensemble).
This is done either by rescaling the particle velocity distribution [136] or by coupling the system
with a thermostat (Andersen [137] or Nosé–Hoover methods [138, 139]). The course of a MD
simulation is similar to that of real experiments; starting with an initial configuration, the system
evolves toward the equilibrium state. Once equilibration has been reached, dynamic and static
properties are measured. MD simulations are usually performed for systems containing from
102 to 105 molecules, over 105 to 107 integration steps corresponding to ‘real’ times of the order
of tens or hundreds of nanoseconds. For numerous situations, this characteristic time is larger
than the relaxation time of the system (gas, liquid . . .). In contrast, characteristic relaxation
times in the case of liquids close to the glassy transition can reach much longer times than 1 s.
For these systems, the classical MD technique cannot be used but modified versions exist in
which a macroscopic time step is used for the integration of equation (5).

Grand canonical Monte Carlo (GCMC) simulation consists of determining the properties
of a system at a constant volume V in equilibrium with an infinite fictitious reservoir of
particles that imposes its temperature T and its chemical potential µi for each component of the
system [131]. In what follows we consider the case of a pure fluid for simplicity; however, the
GCMC technique is easily extended to mixtures. The freezing (melting) process is simulated by
decreasing (increasing) the temperature; the final configuration of a simulation is the initial state
for the next point. The GCMC technique is well adapted for the study of phase transitions since
the system is allowed to exchange energy and particles with the bulk reservoir (corresponding
to the usual experimental conditions). In the grand canonical ensemble, µ, V , T are fixed and
the grand free energy that must be minimum at equilibrium:

� = U − T S − µN = F − µN, (6)

where U, S and F are respectively the internal energy, entropy and Helmholtz energy of the
system. The probability of a microscopic state l in this ensemble is defined by its number of
particles Nl and its energy Ul :

P(Nl ,Ul) = V Nl

Nl !�3Nl �
exp[−β(Ul − µNl )], (7)

where � is the de Broglie wavelength, β = 1/kT and � is the configurational part of the
grand canonical partition function. MC algorithms consist of generating a Markov chain of
states (each state depends only on the previous state of the series). In the grand canonical
ensemble, the state l + 1 is generated by changing the state l using one of the following moves:
creation, deletion or displacement of a particle. According to the Metropolis algorithm (the
most widely used MC algorithm) [140], the acceptance probability ρacc for this move (i.e. the
probability to accept the state l + 1 as the new state) is given by:

ρacc = min

(
1,

P(Nl+1 ,Ul+1)

P(Nl ,Ul)

)
. (8)

The probability acceptance given by equation (8) is a normalized distribution that verifies the
condition of microscopic reversibility [132]. This probability distribution can be used since
it does not require knowledge of the partition function �. A GCMC simulation proceeds
as follows: starting with an initial configuration, the system evolves until N and U fluctuate
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about their equilibrium values. Then the average values 〈U〉 and 〈N〉 are reset and calculated
over a large number of configurations (∼105–106 MC steps per particle). Thermodynamic
quantities can be estimated from 〈U〉 and 〈N〉, such as the density, isosteric heat and isothermal
compressibility [131]. Also, atomic configurations generated in the course of the GCMC run
yield important information regarding the structure of the confined phase (e.g. density profile,
pair correlation function g(r)).

Other Monte Carlo methods. Other MC methods have been used to study
freezing/melting in nanopores. Some authors have used the canonical (N, V , T ) Monte
Carlo technique [141, 142]. However, this ensemble does not correspond to the usual
experimental situation in which the confined phase is in equilibrium with a bulk reservoir.
The Gibbs ensemble Monte Carlo technique (GEMC) has been developed to study phase
coexistence [143, 144]: the two phases are simulated in different simulation boxes. The Markov
chain in a GEMC simulation is generated either by (i) displacing a particle inside a simulation
cell, (ii) transferring a particle from one phase to the other or (iii) exchanging volume between
the two cells. This method has been used to study both bulk [145] and confined [146–149]
systems and can be extended to mixtures [150, 151]. The main limitation of this technique
is that volume exchange moves require the system to be of an ideal geometry: the pore must
have a simple shape (slit or cylinder) and smooth walls (no atomistic description). A third MC
method that has been used to study freezing in nanopores is the isobaric–isothermal ensemble
(N, P, T ) Monte Carlo simulation [152]. The different MC moves to generate the Markov
chain are particle displacement and volume change. As in the case of the GEMC technique,
the volume change move requires the use of a structureless pore of a simple geometry. The
isobaric–isothermal Monte Carlo method has been widely used since it corresponds to frequent
experimental conditions. On the other hand, the difficulty with this technique is that one needs
in the case of a confined system to estimate the pressure tensor, since the pressure component
perpendicular to the pore surface is required [152].

Parallel tempering. MC moves in a simulation of freezing/melting are often characterized
by very low acceptance probabilities (less than a few per cent) as it is very difficult to insert,
delete or displace a particle in dense phases. This inefficiency is a serious obstacle to the
investigation of freezing and melting since the system may remain ‘trapped’ in metastable
states. To circumvent this poor sampling of the phase space, it is possible to combine the MC
algorithm with a parallel tempering procedure [153, 154]. This technique has been developed to
improve the sampling of systems with a complex energy landscape (many local energy minima)
such as glass [155] or polymer [156] systems. It consists of considering several replicas of
the system corresponding to different temperatures. For each replica, conventional Monte
Carlo moves are attempted. In addition, swap moves between two replicas are attempted
according to a probability acceptance similar to that given by equation (8) [133]: if the trial
is accepted, replica temperatures are exchanged. More recently, several new strategies to
overcome the limitations of configurational sampling in complex systems have been proposed.
These methods include density of states Monte Carlo [157, 158] for enhanced sampling,
transition path sampling [159] for studying rare events such as first-order phase transitions,
and quench molecular dynamics to explore hidden phase diagrams in the metastable regions of
state space [160–163].

Free energy calculations and reweighting histogram methods. In the study of first-order
transitions (such as freezing/melting) it is of particular importance to calculate the free energy
of the different phases. Indeed, the exact location of the transition is given by the equality
of the free energy between the two phases. There is no direct method to determine free
energies from a simulation study. Some authors have used thermodynamic integration [152],
which consists of integrating for each phase the Gibbs free energy from a reference state
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(ideal gas, Einstein crystal. . .), to the state of interest (P, T ). This method requires finding
a reversible thermodynamic path between the two states. As will be seen later, this method
cannot be applied for moderate or strong substrate/fluid potentials since it is not possible to
find a reversible path from the gas phase to the liquid phase for those systems. Another method
for estimating free energies is to combine the Landau–Ginzburg theory for non-homogeneous
systems [164] with a histogram method [133]. In the Landau–Ginzburg method, the free energy
� is written as a functional of an order parameter � that depends on the position r:

�[�] = −kT ln P[�] + Constant, (9)

where P[�] is the probability density to find the system with an order parameter �. The
distribution P[�] is estimated by collecting statistics in the form of a histogram during a MC
run. The grand free energy � is then calculated from the Landau free energy:

exp(−β�) =
∫

exp(−β�[�]) d�. (10)

It is difficult to obtain reliable statistics for systems with high free energy barriers because the
probability of sampling the highest values �[�] is very small. This leads to an important error
in the estimation of the grand free energy from equation (10). To circumvent this difficulty,
one can use a reweighting histogram method such as the umbrella sampling method [165].
This technique consists of increasing the sampling frequency of states with high free energy by
using a biased Markov chain. It is achieved by replacing the Boltzmann factor of the system by
a weighting function w[�] (obviously, the probability distribution histogram must be corrected
at the end of the simulation by dividing out the weighting function). The weighting function
is usually defined, after a first non-biased simulation run, as the inverse of the probability
histogram, w[�] = P−1[�]. This method has been successfully applied to the study of free
energy barriers in bulk crystal nucleation [166]. The Landau–Ginzburg method requires the
use of an appropriate order parameter that takes different values in the different phases of the
system. Suitable parameters for freezing include those that take into account the orientation of
the vectors joining particles that are nearest neighbours [11, 166, 167].

2.3.2. Theoretical methods
Liquid state theory. Applications of density functional theory (DFT) in statistical

mechanics have been motivated by the work of Hohenberg and Kohn for the ground
state of quantum-mechanical systems [168], and its generalization to finite temperatures by
Mermin [169]. For a given Hamiltonian and external potential V (r), the free energy of
the system is uniquely defined as a functional F[ρ(r)] of the inhomogeneous density ρ(r);
moreover the free energy functional F[ρ(r)] is minimized when the density profile is the
equilibrium density distribution ρeq(r). The free energy functional is minimized with respect
to the parameters characterizing ρ(r) to yield an approximation to the equilibrium density
profile, which is solved in a self-consistent fashion. Correlation functions can then be obtained
via functional differentiation of F[ρ(r)]. DFT calculations are readily made for systems of
spherical or nearly spherical molecules; their application to more complex fluids is difficult,
however. Several notable reviews on the application of DFT to freezing and melting of
classical liquids are available [170–174], and here we only review the essential elements that
are necessary to understand their scope.

Applications of DFT to freezing were initiated by the work of Ramakrishnan and Yussouff
(RY) [175] and Haymet and Oxtoby [176]. In this perturbative approach, a functional expansion
of the solid phase free energy F[ρs(r)] is made around a uniform liquid of density ρl, which is
maintained at the same chemical potential µ and temperature T as the solid. On the assumption
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of rapid convergence, this expansion is truncated at second order to yield the approximate
functional form for the free energy:

β Fex[ρs] = β Fex[ρl] − c(1)(ρi )

∫
dr [ρs(r) − ρl]

− 1
2

∫ ∫
dr dr ′ c(2)(r − r ′; ρl)[ρs(r) − ρl][ρs(r

′) − ρl]. (11)

Here, Fex = F − Fid is the excess free energy over the ideal gas term Fid, β = 1/kBT ,
c(1) and c(2) are the first- and second-order direct correlation functions, which are equal to
the first and second functional derivatives of the free energy with respect to density [170].
The neglect of higher terms in equation (11) is mainly compelled by practical limitations; the
higher-order direct correlation functions of the liquid are, in general, poorly known. Thus,
such a truncation is not justified a priori; nevertheless, it has been applied in many freezing
applications involving simple fluids [175], crystal–melt interfaces [173], liquid crystals and
quasi-crystals (see [171, 172] for reviews), which have been the main ex-post facto justification
for its use.

A drawback of the above approach is that there is no small parameter guiding the expansion
in equation (11) [177]. In a solid, the one-particle density ρ(r) is vastly inhomogeneous; thus
the quantity ρs − ρl is not itself small, and the inclusion of the third-order term in the problem
of hard-sphere freezing considerably worsens the results [178] obtained from the RY theory,
an observation that raises questions regarding the convergence of the functional expansion of
F[ρ]. This has given rise to non-perturbative density functional theories, called weighted
density approximations (WDA) [177, 179–181] (see [170] for a review), which attempt to
include the higher-order correlations in an approximate manner. In WDA, the free energy
functional takes the form:

β Fex[ρ] =
∫

dr ρ(r) fex(ρ̄(r)), (12)

where fex(ρ̄(r)) is the free energy density (free energy per atom) evaluated using a smoothed
density given by:

ρ̄(r) +
∫

dr ′ ω0(|r − r ′|)ρ(r ′). (13)

The different versions of WDA correspond to different recipes for specifying the weighting
function w0 [170, 177, 179–181]. The form of the free energy functional in equation (11)
reduces to the local density approximation (LDA) when w0 is the Dirac delta function δ(r−r′).
LDA and associated gradient methods [170] (which normally include the gradient of the
density as a first-order correction) generally fail to predict a freezing transition even when
applied to simple fluids. However, WDA-based DFT methods using non-local approximations
have enjoyed significant success (and improvements over the RY approach) in describing
inhomogeneous situations such as fluid in pores [170, 179], freezing of hard-spheres and one-
component plasmas [177, 180, 181].

Despite the widespread applications to freezing of bulk fluids [175, 181] and weakly
inhomogeneous situations such as surface melting and crystal–melt interfaces [171, 173], DFT
has not been the method of choice to describe freezing in highly inhomogeneous fluids such
as in the presence of a strong external potential or in porous media [41]. This is mainly due
to the complexity in searching for a stable state among numerous non-trivial forms for the
inhomogeneous density profiles ρ(r) that are possible for a given form of the external potential
V (r). However, in the case of systems having a spherical, cylindrical or planar symmetry, the
external potential V (r) depends only on the distance to the pore wall and DFT has been applied
to describe freezing of inhomogeneous fluids in such pores [182–184].
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Crystal state theory. Dislocation-mediated melting. For transitions involving breaking of
the continuous translation symmetry in two dimensions (such as freezing), the Mermin–Wagner
theorem states that true long-range order ceases to exist [185]. In such a situation, the mean-
field approximation common to all forms of DFT is too strong (d = 2 is the lower critical
dimension [185]) to accurately describe even qualitatively the freezing transition. Halperin and
Nelson proposed the ‘KTHNY’ (Kosterlitz–Thouless–Halperin–Nelson–Young) mechanism
for melting of a crystal in two dimensions [186–188], which involves two transitions [189]. The
crystal to hexatic transition occurs through the unbinding of dislocation pairs, and the hexatic
to liquid transition involves the unbinding of disclination pairs. Each transition is accompanied
by a non-universal peak in the specific heat above the transition temperature, associated with
the entropy liberated by the unbinding of the vortex (dislocation or disclination) pairs, and by
the disappearance of the stiffness coefficient associated with the presence of quasi-long-range
order in the system [186–188]. The KTHNY theory employs a renormalization group treatment
and predicts that the correlation function associated with the translational order parameter in
the crystal decays algebraically with exponent η < 1/3, while long-range orientational order
is maintained, and the correlation function associated with the orientational order parameter
in the hexatic phase decays algebraically with exponent 0 < η6 < 1/4, while there is no
translational order [186–188]. The KTHNY theory is an analysis of the limit of stability of a
2D solid since it neglects the existence of the liquid phase; equality of the chemical potentials
of the solid and liquid is not imposed. Therefore, other 2D melting mechanisms cannot be
ruled out. For example, it is possible for the dislocation unbinding transition to be pre-empted
by grain-boundary-induced melting [190]. Excellent reviews are available on the subject of 2D
melting [191, 192].

2.3.3. Intermolecular potential functions. Properties of the confined fluids in theoretical
studies depend on potential functions used to model the fluid/fluid, uff, and fluid/wall, ufw

interactions. In order to simplify calculations, it is convenient to assume pair additive potentials
for both interactions. The total intermolecular interaction, Ui , for an adsorbed molecule i is then
given by the sum of the pair interactions with the other adsorbed molecules j �= i and each
wall atom k:

Ui =
∑
j �=1

Uff(i j) +
∑

k

Ufw(ik), (14)

where (i j) and (ik) represent the position and orientation coordinates for these molecules.
The fluid/fluid interaction is usually described using potentials (often Lennard-Jones) with

parameters adjusted to reproduce bulk properties of the fluid [193, 194]. Hence, these pair
additive interaction potentials are ‘effective’ potentials, which account for effects of three-body
forces in the homogeneous fluid. In contrast, fluids in nanopores are inhomogeneous and other
three-body interactions, involving wall atoms, exist [195]. The correction due to these three-
body forces can be important for microporous materials such as zeolites (up to 15% in some
cases) [196]. However, three-body interactions involving wall atoms may be less important for
mesopores since the confined phase is less inhomogeneous than in the case of micropores.

The fluid/wall interaction can be calculated using either atomistic or structureless walls.
In the latter case, the sum of all adsorbate molecule/wall atom interactions is replaced by an
integral over the solid substrate (using the atomic density of the solid). The use of structureless
walls is a good approximation at high temperatures and/or when the adsorbed molecule is large
compared with the wall atoms, so that the adsorbed molecule is not sensitive to the surface
corrugation. For example, graphitic carbon materials are often modelled with structureless
walls, since the distance between carbon atoms (1.41 Å) is small compared with the size of
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many adsorbed molecules. Using a Lennard-Jones potential for the interaction between an
adsorbate molecule and a carbon atom, the integration over each carbon atom in each graphene
plane, followed by summation over these planes, gives the (10, 4, 3) potential proposed by
Steele [197, 198]:

Ufw(z) = 2πρwεfwσ 2
fw�

[
2

5

(
σfw

z

)10

−
(

σfw

z

)4

−
(

σ 4
fw

3�(z + 0.61�)3

)]
, (15)

where z is the distance between the adsorbed molecule and the graphite surface. Here, � is
the separation between graphene layers (0.335 nm), ρw is the atomic density of carbon atoms
in graphite (114 nm−3) and εfw and σfw are the fluid/wall Lennard-Jones parameters, and are
usually calculated by combining the wall/wall and fluid/fluid Lennard-Jones parameters using
the Lorentz–Berthelot rules with the values εww/k = 28 K and σww = 0.34 nm [197, 198].
The first and second terms in equation (15) are respectively the repulsive and attractive parts of
the interaction between the adsorbed molecule and the graphene surface, while the third term
represents the summation over the other graphene layers. In the case of a slit pore having a
width H , the fluid interacts with both graphite surfaces and the total fluid/wall interaction is
Ufw(z) + Ufw(H − z).

In addition to the integration over each graphene plane individually, it is possible to
integrate the interactions over all the graphene planes in the direction perpendicular to the wall
surface. The resulting fluid/wall interaction, called the 9-3 potential, is given by [198]:

Ufw(z) = 2

3
πρwεfwσ 3

fw

[
2

15

(
σfw

z

)9

−
(

σfw

z

)3]
. (16)

The 10-4-3 potential gives a better estimation of the true fluid/wall interaction than the 9-3
potential. In particular, it has been shown that the 9-3 potential underestimates the well depth
of the interaction potential [198]. Similar expressions to equations (15) and (16) can be derived
for pores with a cylindrical geometry [199, 200].

For low temperatures or when the adsorbed molecule is not large enough compared
with the distance between wall atoms, the approximation of structureless walls becomes
inappropriate, and a summation over all atom/atom interactions is required. In order to
accelerate simulations, it is possible to use a 3D energy grid, which is extrapolated in the course
of the simulation run to estimate the wall/fluid interaction potential [201]. Many simulation
studies have used Lennard-Jones potentials to describe the interactions between the fluid
molecule and each species of the solid surface. However, it has been shown that higher-order
dispersion and three-body forces can be significant [196, 201–203]. Also, in the Lennard-Jones
potential function, it is assumed that the polarizabilities of the interacting species are isotropic.
Although this is correct for atomic species, it fails to describe interactions involving either
polyatomic adsorbates [193] or surfaces with anisotropic polarizability [204] (such as graphite).
Finally, induction and Coulombic interactions cannot usually be neglected in the case of polar
adsorbates or wall atoms with a partial charge (zeolites, silica surfaces. . .) [195, 196, 201, 202].

Fluid/wall interaction functions can be derived from ab initio calculations [205], or
written classically in the case of electrostatic and induction forces in terms of the fundamental
properties (polarizabilities, multipole moments, etc) of the adsorbate molecules and wall atoms.
However, it is often necessary to adjust these potentials in order to reproduce experimental
data that depend only on the fluid/wall interaction, such as the isosteric heat of adsorption
at very low coverage and the Henry’s law constant. More recently, ab initio approaches for
describing the molecular interactions of microporous materials have been attempted using
semi-empirical methods, as well as electronic density functional theory [206]. Methods for
treating anisotropic polarizability using time-dependent density functional theory and an ab
initio many-body formalism, have recently been reported [207–209].
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Figure 6. Shift in freezing temperature observed in experiments as a function of pore size: (•) O2

in sol/gel glass (from Warnock et al [211]), ( ) indium in CPG (from Unruh et al [216]), (�)

cyclohexane between mica plates (from Klein and Kumacheva [114]), and (�) CCl4 in controlled
porous glasses (from Sliwinska-Bartkowiak et al [220]). The dashed lines are a guide to the eye.
Adapted from Gelb et al [41].

3. Effect of confinement on structure and freezing temperature

In this section we review experimental, theoretical and molecular simulation studies on the
structure and freezing temperature of confined fluids. We first consider simple systems, i.e. non-
polar, near-spherical molecules confined in nanopores having a regular geometry (cylindrical or
slit pore). Then we consider more complex systems, which consist of non-spherical and polar
molecules confined in nanoporous materials having a more complex porous structure.

3.1. Simple systems

3.1.1. Experiment. Most of the early experiments on freezing in confined geometry
were carried out for silica nanoporous materials [41, 71, 84–87, 210–220]. Using different
techniques, all these experiments showed (i) that the freezing temperature inside the pore Tf

is lower than the bulk value Tf,bulk and (ii) that the lowering becomes greater as the pore size
decreases (see figure 6). In most studies, the freezing and melting were accompanied by a
significant hysteresis; the melting temperature being higher than the freezing temperature (for
a review of experiments on freezing in porous media, see [42]).

Although these experiments for silica materials (which possess weakly attractive surfaces)
suggested that a lowering of the freezing temperature always occurs on confinement, there is
now abundant experimental and theoretical evidence that an increase in freezing temperature
can occur for some systems, particularly those with solid surfaces that are strongly attractive,
such as carbon and mica. The first experimental studies to suggest such an increase in Tf

were carried out using the surface force apparatus (SFA) with mica surfaces [221, 222]; the
pore geometry in this case is that of a single slit pore of variable width H (see section 2.2).
In 1995 [114], and in more detailed experiments reported in 1998 [24, 100, 101], Klein and
Kumacheva used a SFA equipped to measure both normal and shear forces (see figure 4) to
study confined films of non-polar fluids of the globular molecules cyclohexane (σ ∼ 0.55 nm;
T f,bulk = 6 ◦C) and octamethylcyclotetrasiloxane (OMCTS) (σ ∼ 0.9 nm; T f,bulk = 17 ◦C) at
room temperature. The normal force profile, F(H ), showed strong oscillations with periodicity
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of approximately one molecular diameter, indicating strong layering of the confined molecules.
In the case of OMCTS, as the pore width was decreased down to a width of n = 7 molecular
layers (H = 62 ± 2 Å) the confined film remained fluid, that is the film did not sustain a
shear stress. On a slight further reduction in H the separation of the mica surfaces decreased
discontinuously to H = 54 ± 2 Å, corresponding to n = 6 molecular layers. At this smaller
pore width the confined film strongly resisted lateral shearing, suggesting a fluid to solid
transition had occurred. Measurements of the yield stress (the maximal stress that the confined
phase can sustain) [24, 100, 101] showed that this was negligible (i.e. below the sensitivity of
the springs used) when H � 62 Å, but was large (of the order 0.1 MPa) for H � 54 ± 2 Å.
The stress results were used to estimate an effective viscosity for the film, ηeff, and this was
found to increase from less than 3 P at n = 7 to more than 4 × 107 P at n = 6 and below.
These results suggest a freezing transition that occurs for separations between n = 6 and 7.
Moreover, the transition was reversible; increasing H , starting with n � 6, yielded an apparent
melting transition to recover the fluid-like properties observed at larger pore widths. It should
be noted that the yield stress observed for the ‘solid’ film is lower than that observed for bulk
crystals by several orders of magnitude, suggesting a plastic solid or a highly defective crystal.

Very similar results were obtained for cyclohexane [24, 100, 101], the transition in
behaviour of the confined film occurring at a somewhat larger relative pore width (between
n = 7 and 8). Again, the transition is reversible and is accompanied by a sudden and
large increase in the yield stress and effective viscosity, suggesting a fluid to solid transition.
Similar transitions on reduction in the separation H have been observed for n-alkanes [222].
Christenson has studied capillary condensation of cyclohexane from the vapour into the pore
using a simplified SFA in which the normal force F(H ) is measured as a function of separation
of the mica surfaces down to about n ∼ 13–14 [223]. The lateral force Fshear(H ) is not
measured. As capillary condensation occurs the surfaces are pulled together by the strong
capillary force until they achieve an equilibrium separation, usually of n ∼ 1–3. The fact
that adsorbed layers are squeezed out during condensation, and the condensate film narrows
or widens in response to changes in H , is taken by Christenson as evidence that the confined
film always remains fluid and does not freeze. However, the experimental observations are
not in disagreement with those of Klein and Kumacheva, and in the absence of shear force
measurements they do not seem sufficient to determine whether the film is fluid or solid.
Moreover, Klein and Kumacheva were also able to squeeze out a layer of cyclohexane by
compression in the normal direction, even after it became solid-like (in the sense of being
capable of sustaining a shear stress).

Kaneko and co-workers [224–226] carried out DSC measurements on benzene and carbon
tetrachloride in activated carbon fibres with pore sizes in the range 1.1–1.74 nm, and found
large increases in the freezing temperature in both cases; for CCl4 the increase in Tf was 57 K,
in good agreement with molecular simulation results of 59 K [225]. The increase in Tf for
benzene was also about 60 K [224]. Sliwinska-Bartkowiak and co-workers, in a series of
DSC and dielectric spectroscopy studies of freezing and melting in activated carbon fibres of
pore width 1.4 nm, confirmed the results of Kaneko and co-workers for benzene and carbon
tetrachloride [11, 124], and also observed increases in Tf of 31 K for aniline [11, 124, 227]
and 42.5 K for methanol [11, 228]. This elevation of the freezing temperature in the case
of graphitic walls is expected, since Castro et al [229] showed using neutron scattering
experiments that monolayers of methane and other liquid alkanes adsorbed on a graphite layer
have a solid-like structure at temperatures 10% higher than the bulk freezing point.

Sliwinska-Bartkowiak et al [240] have reported both experiments and simulations
(involving free energy calculations) of fluids confined in cylindrical silica pores. Both the
experiments and the simulations suggest that for pore diameters smaller than 20σ the confined
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phase does not crystallize into a homogeneous solid phase, while for diameters smaller than
12σ the confined solid phase was amorphous throughout the pore. These results were found
to be consistent with those obtained in a successive experimental study of nitrobenzene
confined in porous glasses and MCM-41 [230]. Recently, Hung et al [231] have reported
experimental results for nitrobenzene and CCl4 in multiwalled carbon nanotubes of internal
diameter 5 nm, obtained by differential scanning calorimetry and dielectric relaxation time
measurements; GCMC simulations were also carried out for CCl4. Hung et al found that
the frozen confined phase forms concentric layers rather than a 3D crystal, in agreement with
previous results for freezing in cylindrical geometry [231]. In addition, the low-temperature
phase was highly inhomogeneous, i.e. made of crystalline regions with many defects and
liquids regions. Simulations show that the contact and inner layers have a freezing temperature
respectively above and below the bulk freezing temperature, in agreement with the experiment.

Thermodynamic treatment and simple models. For sufficiently large pores, the shift in
freezing temperature �Tf can be related to the pore width H on the basis of the Gibbs–Thomson
thermodynamic equation that is obtained either by equating the free energies of the confined
liquid and solid [211] or by determining the temperature at which the chemical potential of the
confined solid equals that of the bulk reservoir [232]:

�Tf = T f,pore − T f,bulk = −2
(γws − γwf)ν

Hλ f,bulk
, (17)

where γws and γwf are the wall–solid and wall–fluid surface tensions, ν is the molar volume of
the liquid phase and λ f,bulk is the bulk latent heat of melting. In equation (17), the sign of the
shift in freezing temperature is given by the difference of the surface tensions γws − γwf. Thus,
equation (17) predicts that the freezing temperature will be decreased (increased) compared
with the bulk value if the pore wall prefers the liquid phase to the solid phase (prefers the solid
phase to the liquid phase).

In agreement with equation (17), early experiments which were performed for pores larger
than 6–7 nm showed a linear relation between the in-pore freezing temperature and the inverse
pore width. However, the equation fails for smaller pores. Differential scanning calorimetry
and dielectric relaxation spectrometry for CCl4 confined in controlled pore glasses showed that
equation (17) fails to describe the shift in freezing temperature for pores smaller than ∼15σ

(i.e. ∼7.5 nm) [220]. Similarly, the equation fails for CCl4 in activated carbon fibres (pore
width 1.1–1.7 nm) [225]. This breakdown is due to the use in the derivation of equation (17) of
macroscopic concepts, such as surface tensions (implying an interface separating two bulk-like
phases), and the failure to account for the strong inhomogeneity of the confined phase. Even for
cases where equation (18) is expected to apply, its use is usually limited by the unavailability
of the surface tensions involved.

A qualitative understanding of the gross effects of confinement on freezing temperature
can be obtained from the following reasoning, which does not rest on macroscopic arguments
concerning surface tension. If we assume that the fluid molecules can be treated as Lennard-
Jones particles, the bulk fluid will freeze at a temperature that is proportional to the parameter
ε. Similarly, we can expect that the freezing temperature for the confined phase will be
proportional to εeff, which is an effective energy parameter that accounts for both the fluid–
fluid and fluid–wall interactions in some average way. For strongly attractive walls an increase
in the freezing temperature with respect to the bulk is expected as εeff is larger than ε. In
contrast, a decrease in the freezing temperature is expected for weakly attractive pores as εeff is
smaller than ε. When εeff ∼ ε, the in-pore freezing temperature should be similar to the bulk.
As will be seen below, these predictions are supported by molecular simulations that Miyahara
and Gubbins performed for methane in slit pores [233]. The effective well depth εeff must take
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Figure 7. Effect of the wall/fluid interaction on the density of Lennard-Jones methane confined in
a smooth slit-like pore with H = 7.5σ (σ being the diameter of methane). (◦) ‘Graphite wall’
corresponds to a strongly attractive wall, and (�) ‘hard wall’ corresponds to a purely repulsive wall.
(
) ‘Methane wall’ corresponds to a system with wall/fluid interaction similar to the fluid/fluid
interaction. The straight vertical line indicates the bulk freezing temperature. Adapted from
Miyahara and Gubbins [233].

into account the two well depths εff and εfw, and also the density of the wall atoms and their
arrangement in the solid wall (see equation (16), also equations (1) and (2)). Since carbon
and mica surfaces are strongly attractive, we expect that a rise in freezing temperature is likely
for many adsorbates that do not have strongly attractive (e.g. hydrogen bonding) fluid–fluid
interactions. Such systems exhibit large α values, i.e. ratio of the wall–fluid to the fluid–fluid
interactions larger than 1. On the other hand, we would not expect such an increase in Tf for
water in these materials, since α is smaller than 1 [10, 11, 233]. Recent SFA experiments
have confirmed this prediction by showing that water [234, 235] and some alcohols (octanol,
undecanol) [236] remain fluid-like, even for confined film thicknesses below 1 nm.

3.1.2. Molecular simulation. The first detailed simulation studies of the effect of the pore
size and wall/fluid interaction were performed for slit pores by Miyahara and Gubbins [233]
and for cylindrical pores by Maddox and Gubbins [237]. Using GCMC simulations, Miyahara
and Gubbins investigated the behaviour of Lennard-Jones methane in pores of various sizes
and different wall/fluid interactions. For hard repulsive walls the freezing temperature is
significantly lower than the bulk value, whereas there is a substantial increase in the freezing
temperature for strongly attractive walls (graphite). In the case of neutral pores (fluid/wall
interaction similar to the fluid/fluid interaction), it was found that the in-pore freezing
temperature is very similar to the bulk freezing temperature [233]. These results are illustrated
in figure 7 where, for different wall/fluid interactions, the overall density of methane confined
in a slit-like pore is plotted as a function of temperature. In their simulation study, Miyahara
and Gubbins showed that the freezing temperature for the contact layers is often different from
that of the inner layers. In the case of the strongly attractive slit pore, the contact layers were
found to freeze at a higher temperature than the inner layers. In contrast, the inner layers in
a slit pore with purely repulsive walls were found to freeze before the contact layers. Finally,
all the layers seem to freeze at the same temperature when the ratio of the wall/fluid to the
fluid/fluid interaction is close to 1. Using GCMC combined with MD simulations, Maddox and
Gubbins [237] reached the same qualitative conclusions for Lennard-Jones methane confined in
cylindrical nanopores having various wall/fluid interactions. However, due to the geometrical
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constraint of the cylinder, the freezing temperature in the cylindrical pore is lower than that in
the slit pore. Thus, in a strongly attractive cylindrical pore, it was found that the inner layers
could freeze below the bulk freezing temperature while the contact layers still freeze above the
bulk temperature. In a GCMC study of methane confined in a cylindrical pore, Kanda et al
[238] have clarified the effect of the pore shape on freezing/melting. These authors have shown
that the freezing temperature of the confined substance is a non-monotonic function of the pore
diameter, which results from the competition between a geometrical hindrance effect due to the
pore shape and a compression effect due to the attraction of the pore wall [238].

In these simulations the freezing and melting processes were observed by following
changes in the adsorption and structure of the confined phase as temperature was changed.
Since hysteresis occurs, the freezing temperature could only be estimated approximately, and
the nature of the transition (first order, continuous etc) could not be determined. A clearer
picture requires a study of the free energy. In 1999, Dominguez et al [152] performed NPT
Monte Carlo simulations of freezing of a Lennard-Jones fluid in slit pores with weakly attractive
or repulsive walls. Thermodynamic integration was used to determine the free energy, and so
locate the phase transition accurately. Their results were found to be consistent with previous
simulation studies. These authors found strong indications that the freezing process is a first-
order transition, and calculated a complete phase diagram for a weakly attractive pore (see
section 5 below).

The thermodynamic integration method can only be used to determine the free energy for
repulsive or weakly attractive walls, because for more strongly attractive walls a reversible
thermodynamic path cannot be found due to contact layer transitions (see section 4).
Radhakrishnan and Gubbins [225, 239] overcame this obstacle by using the Ginzburg–Landau
approach in which the free energy is expressed as a function of an effective bond orientational
order (see section 2.3). In their studies [225, 230, 239], they explored the freezing behaviour
of each layer inside the pore for different slit pore widths H and ratios of the wall/fluid to
the fluid/fluid interactions. Using these two parameters, they determined with the help of the
corresponding states theory the global phase diagram and freezing temperature of different
fluids confined in various porous media [10, 11] (see section 5). Radhakrishnan et al showed
that for strongly attractive pores there are three phases for the confined substance (three minima
in the free energy curve as a function of the order parameter): (i) the high-temperature phase
corresponds to all the layers having a liquid-like structure, (ii) an intermediate-temperature
phase in which the contact layers are frozen but the inner layers have a liquid-like structure,
and (iii) the low-temperature phase is characterized by all the layers exhibiting a solid-like
structure. All the transitions between these phases were found to be of first order. In the case of
very weak attractive walls, Radhakrishnan and co-workers found that only two phases exist, the
system being either completely liquid or solid. Finally, for intermediate weak attractive pores,
there are also three phases as in the case of strong attractive pores but the intermediate phase
(between the solid and liquid phases) is characterized by liquid-like contact layers and frozen
inner layers [10, 11]. In-plane pair correlation functions corresponding to the different phases
(liquid-like, solid-like, liquid contact layer and solid contact layer) are illustrated in figure 8.
As will be seen in section 4, Radhakrishnan et al also found evidence that the contact layer
undergoes a transition to a hexatic phase in the case of strong attractive pores [124, 240].

Early molecular simulations on SFA systems were aimed at understanding the large
increase in viscosity that is observed in experiments. Several authors have studied in detail
the layering of various systems confined between solid surfaces. These systems include
spherical molecules [241, 242], polymer melts [243] and alkane chains [244–247]. Using non-
equilibrium molecular dynamics (NEMD), Thompson and Robbins [248] have showed that
the viscosity of confined Lennard-Jones atoms is related to the in-plane order of the system
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Figure 8. (a)–(c) The 2D, in-plane pair correlation function for each of the layers in a graphite
(strongly attractive) slit pore of H = 7.5σ at three different temperatures: (a) T = 130 K,
corresponding to a liquid-like structure, (b) T = 101 K, corresponding to a solid-like structure,
(c) T = 123 K, corresponding to a solid contact layer. Curves from top to bottom are for the
contact, second, third and middle layers, respectively (from Radhakrishnan and Gubbins [239]).
(d) The 2D in-plane pair correlation function for each of the layers in a weakly attractive pore of
H = 7.5σ at T = 86 K. Curves from top to bottom are for the contact, second, third and middle
layers, respectively (from Radhakrishnan et al [10]).

rather than on the interplane order (layering). This result was demonstrated by showing that
the slippage of the two confining walls decreases on increasing the value of the first peak of
the in-plane structure factor S(Q) corresponding to the layer in direct contact with the pore
wall. These authors [249] have also obtained results suggesting that the ‘stick–slip’ motion
observed in the experiments (see for instance [250]) is due to a periodic shear melting transition
followed by a recrystallization process: the sheared crystalline film melts (provided the shear
is sufficiently large) enabling the wall to slip. When the stress is released and lowered below a
critical value, the confined film then recrystallizes. This melting process involves a decrease of
the film thickness by one monolayer [249]. These results were confirmed by Lupowski and van
Swol [251] using grand canonical molecular dynamics (GCMD), that mimics in a more realistic
way the change of film thickness observed in the experiments, since the number of particles
is allowed to vary. Those findings are consistent with previous GCMC and MD simulations
by Schoen et al [252] showing that sliding occurs for shear stresses above the yield stress,
through the expulsion of a solid layer leading to a remaining film having liquid-like properties.
Cummings and co-workers [253] observed using NEMD simulations that dodecane confined
in between mica walls (modelled as strongly attractive surfaces) undergoes an abrupt liquid-
like to solid-like transition when the film thickness is reduced from seven to six molecular
diameters. In contrast, these authors found that dodecane films having a similar thickness
remain liquid-like when confined in between weakly attractive walls [254]. In the case of
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strongly adsorbing walls, the solid-like structure for confined dodecane was found to exhibit
both in-plane orientational order and interplane packing correlations. The increase of viscosity
determined from these simulations [255] is of the same order of magnitude as that measured by
Granick and co-worker in SFA experiments [222].

Despite the apparently good qualitative agreement between the experimental SFA studies
on OMCTS, cyclohexane and n-alkanes and the molecular simulation studies, there remains
some uncertainty over the interpretation of these results. Recent simulations have suggested
that the surface texture and/or elastic properties of the wall surfaces may strongly influence the
confined phase. Molecular simulations performed by Persson et al [256] suggest that elastic
deformations of the substrate are involved in the freezing process of the confined fluid. Several
simulation studies have shown that both the thermodynamics [247, 256] and dynamics under
shear [257] of the lubricant can be greatly affected by the surface roughness of the materials.
The nature of the transition is likely to depend on the molecular geometry involved. Thompson
et al [258, 259] have compared NEMD simulations for spherical molecules and flexible chains
confined between two solid walls. For a film thickness of a few monolayers, the spherical
particles were found to crystallize in agreement with previous simulation studies, while the
chain molecules undergo a glass transition. MD simulations performed by Bitsanis et al
[260–262] also suggest that flexible chains (oligomers) under confinement are trapped in a
glass state; the relaxation time for the chains adsorbed on strongly attractive surfaces was
found to be 1500 times larger than the bulk value. Also, several simulation studies suggest
that structural interlayer and in-plane orders are less pronounced for branched alkanes than for
linear alkanes [245, 246, 263, 264]. This result is due to more complex relaxation processes
for the segments of branched molecules than those for linear molecules. Finally, Bock and
Schoen [25, 26, 265] have pointed out that even a confined fluid-like film may exhibit a
non-vanishing stress under shear that could be misleadingly interpreted as the signature of a
solid structure. Using MC simulations in a grand mixed stress–strain ensemble (load, stress,
temperature and chemical potential constant) and lattice-gas calculations, these authors have
shown that a Lennard-Jones fluid confined between walls with alternating strips of weakly
adsorbing or strongly adsorbing solids is able to sustain a shear stress [26, 265]. In this study,
it is shown that the liquid bridges formed between strongly attractive strips are able to sustain
a strain that is only one order of magnitude lower than that obtained for confined solid [266].
Further study is needed to fully clarify these issues and determine the nature of the confined
phase (solid-like, glass or liquid-like).

3.1.3. Solid/solid transitions. While experimental studies are very limited, there have been
several molecular simulation investigations of solid/solid transitions in confinement that occur
due to a change in temperature or in pore width. For Lennard-Jones fluids confined in slit
graphitic pores Ghatak and Ayappa [267–269] have shown that, for the same number of layers
inside the pore, the structure of the solid phase undergoes a transition from a square lattice
to a triangular lattice symmetry as the pore width increases, and this has been confirmed by
studies carried out by Vishnyakov and Neimark [270]. Similar changes in the symmetry of the
crystal phase are observed when the number of adsorbed layers changes from n to n + 1. Bock
et al [271] used density functional theory to study Lennard-Jones adsorbates confined within
structureless slit pores. They determined the solid–solid phase diagram as a function of pore
width, and observed zig-zag buckling and a stable asymmetric buckled phase.

Most of these simulations were for smooth (structureless) walls. This may be a good
approximation provided that the temperature is not too low, and the size of the fluid molecule
is much larger than the spacing between the wall atoms (0.147 nm for graphite). For more
general cases surface corrugation must be included, and many studies (e.g. [272–278]) of
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monolayers adsorbed on a single wall have been reported showing that surface corrugation can
lead to commensurate/incommensurate and other phase transitions (for a review see [279]). In
an early study of phase behaviour in an atomistic slit pore, Schoen and co-workers showed
that the nature of the confined phase (solid or liquid) depends also on whether parallel walls
were in or out of registry [280, 281]. As previously mentioned, simulation studies and SFA
experiments obtained similar results by showing that the solid phase can undergo a melting
transition induced by the shear stress [249–251]. In their study, Curry et al [281] simulated the
freezing of simple fluids confined between atomistic walls with rectangular grooves carved out
of one of the walls. The phase behaviour of the fluid was found to depend on the pore width,
groove width and groove depth.

Sokolowski and co-workers [282, 283], using canonical and grand canonical MC
simulations, have studied the behaviour of a Lennard-Jones fluid confined in slit-like pores
having (100) fcc walls, with various wall/fluid interactions [283] and widths from 3.0 to 6.0σ

that can accommodate from two to four layers of the confined phase. For each number of
layers, there is a limited range of pore widths for which the freezing transition leads to a
commensurate solid phase, i.e. crystal layers having a square symmetry compatible with the
lattice of the pore wall. It was shown that the melting transition between this commensurate
phase and the non-commensurate hexagonal phase is accompanied by a decrease of one in the
number of layers confined in the pore [282]. The hexagonally incommensurate ordered phase is
favoured when the wall/fluid interaction becomes weaker than the fluid/fluid interaction. This
result is due to the higher density of the hexagonal structure, which increases the fluid/fluid
interactions compared with the square structure. On the other hand, systems with strongly
adsorbing walls and high-density adsorbates exhibit a ‘domain wall’ structure [283]. This
2D phase is composed of commensurate and incommensurate domains that are separated by
crossing walls [277]. Using MD simulations, Dominguez et al [284] have also studied solid
phases formed by Lennard-Jones particles confined in a slit pore made of (100) fcc walls.
They have shown that strong fluid/wall interactions lead to the formation of a (100) solid phase
having a layered structure, while compact (111) solid structures are obtained in the case of
weak interactions. Camara and Bresme [285] have used MD to study the crystallization of
Lennard-Jones argon near the triple point confined in slit-like pores with crystalline fcc argon
walls (100). They estimated the crystallization force (the force that a growing solid exerts
on its environment) as a function of the pore width. They found that the freezing transition
is characterized by an important peak in the disjoining pressure versus pore width curve; the
corresponding force of crystallization was estimated to be 100 MPa. In addition, for systems
with similar fluid/fluid and fluid/wall interactions, the confined solid phase can be stabilized
at temperatures up to 45% above the bulk freezing temperatures, if the lattice spacing of the
wall substrate allows the formation of a commensurate phase [285]. Another property of the
pore wall that can play an important role in freezing phenomena is the presence of surface
impurities. Vishnyakov et al [286] have studied the freezing of methane in graphitic slit pores
of varying widths and different densities of surface chemical groups such as NH2 and CH3OH.
They showed that the presence of active sites on the pore surface leads to a lowering of the
freezing temperature (when compared with the case of an ideal graphite pore) and can change
its dependence on the pore width.

3.2. Complex systems

3.2.1. Freezing temperature of the confined phase. In complex systems the pore structure
is no longer of simple geometry, and the intermolecular forces may be significantly non-
spherical. The interpretation of experimental results is often difficult for such cases, due to
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Figure 9. DSC scans of benzene confined in SBA-15 on heating at 10 K min−1, with a quantity
which melts at the bulk melting point (from Dosseh et al [72]).

broad transitions and uncertainty in distinguishing between different solid phases, very viscous
liquids and glasses. As Bragg peaks are characteristic of crystal phases, neutron or x-ray
diffraction experiments are convenient for the study of freezing and melting experiments. By
following the evolution of the peaks, phase change temperatures and even phase compositions
can be monitored. However, the Bragg peaks are broadened by excluded volume effects and
a lack of isotropic periodicity (see figure 9). The depression and broadening of the freezing
transition as measured by DSC experiments are illustrated for the case of benzene confined in
SBA-15 in figure 9, where the two peaks are attributed to the melting of the confined and bulk
liquid, respectively. The breadth of the transition is found to increase as the pore size decreases.
The results suggest that the broadening is due to a progressive layer-by-layer melting of the
confined phase [73, 287].

As for simple systems, the relative strength of the fluid/wall and fluid/fluid attractive
interactions plays an important role. As pointed out in the introduction, the concept of strongly
or weakly attractive walls depends on the adsorbate/adsorbent system that is considered. Other
factors, such as the softness of the wall, may also be important for describing freezing of
complex systems. For strongly attractive walls, such as carbons and mica, an increase in
freezing temperature over the bulk value may be observed, particularly for adsorbates with
weak or moderately attractive fluid/fluid interactions. In such cases, the crystal is expected to
nucleate at the pore surface, and then grow within the pore. On the other hand, the freezing
temperature is reduced from the bulk value for fluids confined in weakly attractive materials.
In such cases, the crystal nucleates at the centre of the pore while the layers in contact with
the pore surface remain liquid-like. Some confined liquids may have contact layers that
never crystallize (see section 4). The packing constraints of the crystalline lattice cannot be
satisfied for molecules in the vicinity of the surface because of its local topology (roughness
and curvature), its softness or its chemical nature. As a result, the molecules at the surface
do not crystallize and instead a less ordered or amorphous region (viscous liquid or glass)
occurs there. Such a decrease of the melting point has been observed for cyclohexane and
benzene confined in weakly adsorbing silica porous materials [72–74, 106, 299]. While these
two adsorbate molecules are of similar size, the melting point depression was found to be
larger for cyclohexane than for benzene, suggesting that the interaction of benzene with the
wall (between benzene’s π electrons and the hydroxyl groups on the walls) was stronger than
that of cyclohexane. The decrease of the melting temperature becomes greater as the pore



R46 Topical Review

size decreases, in qualitative agreement with the Gibbs–Thomson equation (see section 3.1.1).
However, the 1/r relation assumed by this equation often fails for small pores, for reasons
discussed in section 3.1.1, and because the reduced density of the confined fluid differs from
the bulk value [77, 118, 288].

The special case of confined fluids with hydrogen bonds, such as methanol [106, 288] or
water [110, 289, 290], is of particular interest. Water has a strong fluid/fluid interaction due to
hydrogen bonding so that one expects water confined in weakly attractive pores to experience a
larger decrease in its freezing temperature than that for hydrocarbons. However, experimental
evidence has been reported that the freezing point depression is much larger for hydrocarbons
molecules, such as cyclohexane or benzene, than for water in some silicas. This result suggests
that there is significant hydrogen bonding between the water molecules and the hydroxyl
groups at the silica surface, and this compensates for the strong water/water interaction. Other
experimental studies have shown the significant effect of the wall/fluid interaction on freezing.
For instance, it has been shown that the decrease of the melting temperature is smaller when
the walls of the porous material are treated (silanized or dehydroxylated) in order to increase
the wettability of organic compounds, i.e. reducing the wall/fluid interaction [72–74, 106, 291].
The validity of the Gibbs–Thomson equation was found to depend on the interaction between
the pore surface and the confined liquid, even for large pore diameters. For instance, the
freezing behaviour of water confined in SBA-15 pores can be reasonably described using the
Gibbs–Thomson equation, while it fails to describe experimental results for cyclohexane and
benzene.

3.2.2. Nature of the wall/fluid interaction. One of the first experimental investigations
of the nature of the wall/fluid interaction was undertaken by Sliwinska-Bartkowiak and co-
workers [292, 293]. Using EPR measurements (see section 2.2), the authors studied whether
the interactions between the confined liquid and the porous material involved chemical bonding
or only van der Waals forces. The experiments were performed for CCl4, C6H6 and C6H5NO2

confined in activated carbon fibres (ACF). In each case, a broader component in the EPR
signal is observed when guest molecules are adsorbed in ACF voids. On the other hand, no
direct EPR signal from the guest molecules was observed, so that the broadened, modified
EPR signal is due to the adsorbate–graphite interactions only. This result shows that there
is no charge transfer between the ACF and the confined molecules. Moreover, no hyperfine
splitting arising from the interaction with nuclear spins of H or N was observed [292]. The
strongest modification of the EPR spectrum was observed for ACF filled with nitrobenzene
C6H5NO2 (see figure 10). The EPR signal consists of three lines: line (1) is characteristic
of pristine ACF; its g value equals that of graphite (g = 2.0031) [294]. Both the line width
and the g factor are temperature independent. The broader components of the EPR signal,
lines (2) and (3), are also related to the graphite structure of ACF. The temperature-independent
line (2) originates from graphite particles (host) surrounded by guest molecules captured in
the nanopores. The broadening of the line (2) is caused by the shorter relaxation time of the
denser system (ACF/confined liquids) compared with that of empty ACF. The line width and
g factor of the component (3) of the EPR spectrum strongly depend on the temperature. Such
a behaviour can be explained as a surface effect in ACF; stronger instabilities of paramagnetic
centres at the surface of the ACF or in its larger pores appear as a temperature effect. When the
temperature is lowered below 20 K, both the line width and g factor reach values characteristic
of graphite nanoparticles surrounded by confined molecules. No Dysonian shape of the EPR
line is observed for each component, showing that the ACF crystallite typical size is lower than
the penetration depth of the microwave field in graphite, 3.2 µm [291]. As expected for pristine
ACF, the three lines obey the Curie law that is characteristic of Langevin paramagnetism. The
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Figure 10. EPR spectrum for ACF filled with nitrobenzene. Experimental and fitted points are the
sum of lines: (1) EPR signal from empty ACF, (2) EPR signal originating from graphite particles
(host) surrounded by guest molecules captured in the nanopores (temperature independent), and
(3) EPR signal strongly dependent on the temperature. Such behaviour can be explained as a surface
effect in ACF (from Kempinski et al [293]).

lack of hyperfine splitting and the observation of the Curie law for the three EPR components
confirm that the paramagnetic centres are localized within the ACF crystallites. Using the
theory of EPR for small particles [295, 296], the average pore size of the ACF was estimated
to be 1.34 nm.

3.2.3. Partial or complete crystallization. Numerous NMR and DSC experiments on
materials with weakly attractive or repulsive pore surfaces show partial crystallization. This
can be easily observed in NMR experiments since the line widths for liquid and solid phases
usually differ by at least one order of magnitude. The differences in the NMR line width are due
to a difference in dynamical properties between the liquid layer at the surface of the pore and
the crystal in the centre of the pore. Pulse gradient NMR (PG-NMR) experiments on organic
compounds show that the diffusion coefficient of the liquid-like molecules is at least one order
of magnitude larger than the diffusion coefficient of the crystal in the centre of the pore [297].
The NMR signals show that the number of liquid-like molecules within the pore increases as
the temperature increases up to the melting point (see figure 11). This property of melting in
porous media is analogous to the pre-melting effects for bulk systems [298], but extends over a
wider temperature range.

Only partial crystallization occurs for organic molecules, such as cyclohexane or
benzene, confined in cylindrical silica pores having a pore diameter smaller than 10 or
20σ [72, 73, 106, 299]. From recent 2H solid state spectra of benzene-D6 confined in SBA-
15, Findenegg and co-workers [74] have found at all temperatures below the freezing point
two states with T -dependent intensity ratios, and they have estimated a thickness of four
molecular layers for a contact surface region at the liquid to solid transition. Below the
freezing temperature, the confined phase is a mixture of defective crystal and amorphous
regions. Complete crystallization should occur in the case of larger pores. For instance, Booth
and Strange [71] have shown that crystallization of cyclohexane confined in CPG is complete
below 250 K in pores of 20 nm, and below 268 K in pores of a size 50 nm. In the case of
CCl4 confined in CPG, a similar pore size dependence on the degree of crystallization has been
predicted by Monte Carlo simulations, and confirmed by DSC experiment [240], as discussed
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Figure 11. On heating as measured by NMR, the number of liquid-like molecules within SBA-15
pores increases with temperature up to the melting points: (◦) D = 6.5 nm, (�) D = 4.7 nm, (
)

bulk. The same qualitative behaviour was observed in bulk samples in a much narrower temperature
range.

in section 3.1.1. Crystallization of more complex molecules, such as polar or non-spherical
ones, is more complicated. Aromatic liquids, such as toluene or o-terphenyl, do not crystallize
in silica SBA-15 pores having a diameter smaller than 20σ [77, 118, 128, 300].

3.2.4. Water in pores. There have been many experimental reports on the structure of
water confined in porous media investigated through NMR [84–86, 217, 301], x-ray/neutron
diffraction [219, 302–305], SFA [234, 235], DSC [228, 287, 306–308] and DRS [228]
techniques. The great majority of these studies are for porous silica materials, including sol–
gel disordered silica, MCM-41 and SBA-15. The freezing of water in the inner region of
the pores was found to occur at temperatures below the bulk freezing point, the temperature
depending on the pore size. Several authors [303, 306, 295, 296, 301] have shown, using
DSC or NMR experiments, that the decrease in the freezing temperature for water in the inner
region of the pore is consistent with the Gibbs-Thompson equation (17), provided the pore
radius R is replaced by R − t , where t is the thickness of the bound water. For water confined
in activated carbon fibres having a pore width of 1.8 nm, Sliwinska-Bartkowiak et al [228]
also observed a depression of the freezing point, Tf,pore/Tf,bulk ∼ 0.87, in agreement with
GCMC simulations. Such a decrease in freezing temperature is expected for water, since α (see
equations (1) and (2)) for water in both silicas and carbons is small [10, 11], due to hydrogen
bonding between the water molecules.

Many authors (e.g. [217]) report the presence of a layer of ‘bound water’ near the pore
walls that retains a liquid-like structure at temperatures at which the inner confined fluid freezes.
Such layers have been observed for water in sol–gel disordered porous silica [295, 296] and
in cylindrical silica pores MCM-41 and SBA-15 [219, 303, 304, 306]. Morishige and co-
workers [219, 303, 304], in XRD measurements for water confined in MCM-41 and SBA-15
silica pores, found that the freezing of water close to the pore wall was a continuous process
that occurs over a range of temperatures, the temperature being independent of the pore size;
i.e. a surface rather than a confinement effect. Sklari et al [301] have shown that the freezing
temperature of the contact layers depends on the density of OH groups at the surface of MCM-
41 pores. Overloop and Van Gerven [217], using NMR, found that the translation and rotation
correlation times in the bound water phase fell in a range between that for the liquid and
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the crystal phases. Using GCMC simulations for a 7.5σ slit pore having weakly attractive
walls, and α values similar to those for the confined water systems studied experimentally,
Radhakrishnan et al [11] have also observed the existence of a new surface-driven phase
‘contact liquid’, with a solid inner region and boundary liquid layers (see sections 4 and 5,
particularly figure 15(a)).

Based on NMR [217], XRD [219, 303, 304] and DSC [306] studies, several authors have
concluded that the water in the interior of silica pores (sol–gel silicas, MCM-41 and SBA-15)
crystallizes into the Ic cubic phase. However, Morishige and Kawano [303], in studies of water
in Vycor glass, and Dore and co-workers [302, 305] in the case of sol–gel porous silica and
MCM-41, found evidence for both the cubic Ic and hexagonal Ih phases.

Few simulation studies of freezing of confined water have been reported, and as far as
we are aware there are no detailed studies that include free energy calculations. Koga et al
[309, 310] studied the freezing of water in hydrophobic nanopores by molecular dynamics
simulation, using the TIP4P model for water and a weakly interacting, structureless wall.
They observed a monolayer ice phase [310] and also a bilayer ice formation [309, 310] by
controlling the pressure normal to the pore walls. The bilayer ice crystal is characterized by
a hydrogen bonding network of water molecules, each layer forming a distorted hexagonal
lattice. In a subsequent MD study, Koga et al [311] studied the freezing of water confined in
carbon nanotubes having diameters from 1.1 to 1.4 nm and obtained new ice phases that are not
observed for bulk water. The authors observed a first-order transition between hexagonal ice Ih

and heptagonal ice and a continuous phase transition between square ice and pentagonal ice.

4. New surface-driven and confinement-driven phases

4.1. Contact layer phases

As mentioned in section 3.2, many authors (e.g. [71, 217, 219, 240, 303, 312, 313]) have
reported experimental evidence that the adsorbed molecular layers adjacent to the pore wall
have a different structure from that of the inner adsorbed layers. These experimental works
were for silica materials, and suggest that the adsorbed layer near the pore surface is liquid-
like, while the internal adsorbed layers are either amorphous solid or crystalline. For example,
Booth and Strange [71] examined the melting of cyclohexane in porous silica using the NMR
technique. The melting temperature was below the bulk melting point, and in the confined
solid phase there were two distinct components of the transverse relaxation time. The short
component (15–30 µs, comparable to the crystal phase in the bulk) was attributed to the crystal
phase in the interior of the pore, and the long component was attributed to a liquid-like contact
layer (the layer adjacent to the pore walls). Further lowering of the temperature led to the
freezing of the surface (contact) layer as well.

Using differential scanning calorimetry and dielectric relaxation spectroscopy, Sliwinska-
Bartkowiak and co-workers [240] studied the melting and freezing transition for nitrobenzene
confined in controlled pore glass and MCM-41 of different pore sizes. Depending on the
temperature, they observed relaxation times characteristic of liquid and solid phases. In
addition, a third relaxation component was observed that supported the existence of a contact
layer with dynamic properties that were liquid-like but different from that of the liquid-like
inner layers; in particular, the rotational relaxation times of molecules in the contact layer were
about four orders of magnitude slower than molecules in the liquid-like region [240]. Slower
dynamics of molecules in the contact layer were also reported by Takahara et al [312], in a
neutron scattering study of liquid-like water confined in MCM-41.

Contact layer behaviour that is different from that of the inner layers has also been
observed in molecular simulations. Miyahara and Gubbins [233] found that for methane
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adsorbed in strongly attractive graphite slit pores accommodating more than three molecular
layers, the contact layer formed a 2D crystal at a higher temperature than the inner layers.
Later calculations have been reported [10, 11, 124, 230, 239] for slit pores in which the
Landau–Ginzburg approach was used to determine free energies, and hence the stability of the
various phases and the order of transitions among them. Some of this work was discussed
in section 3.1.2 (see also figure 8). For purely repulsive walls (e.g. hard walls, α = 0)
only two phases are observed, liquid-like and crystalline [10]. For weakly attractive walls
(α < ∼0.48 in these calculations) a local minimum in the free energy corresponding to a
contact layer phase in which the contact layer was fluid while the inner layers were crystalline
was observed for the higher α values, but this phase remained metastable with respect to one
of the other phases (liquid-like or crystalline). At somewhat higher α values (attractive wall of
intermediate strength, 0.48 < α < ∼1), as the temperature is raised the confined phase passes
from a crystalline structure to a phase in which the contact layer remains fluid while the inner
layers are crystalline; at some higher temperature the inner layers melt and the confined phase
becomes entirely fluid. Systems involving silica pores generally fall in this class. For strongly
attractive walls (α > 1), e.g. systems in which the fluid–fluid interaction is relatively weak
compared with the fluid–wall interaction, a similar intermediate phase is observed in which
the contact layer is crystalline although the inner layer is liquid-like; systems involving a non-
polar fluid adsorbed in carbons usually fall in this class. Radhakrishnan and co-workers [11]
have termed these intermediate phases, in which the contact layer has a different structure from
the inner layers, ‘contact layer phases’, distinguishing between ‘contact liquid’, in which the
contact layer is liquid-like while inner layers are crystalline, and ‘contact crystal’ phases in
which the contact layer is crystalline while the inner layers are liquid. In the simulations the
transitions among these three phases are weakly first order. The freezing of the contact layers
at an elevated temperature compared with that of the inner layers causes a significant deviation
from the linear behaviour predicted by the Gibbs–Thomson equation (17) in the case of smaller
pores (H < 5σff) [225].

4.2. Hexatic phase and two-dimensional melting

According to the Kosterlitz–Thouless–Halperin–Nelson–Young (KTHNY) mechanism, the
melting of a crystal in two dimensions [186] involves two transitions of the Kosterlitz–Thouless
(KT) kind [189]. The first, the crystal to hexatic transition, occurs through the unbinding
of dislocation pairs of the solid phase, and the second, hexatic to liquid, transition involves
the unbinding of disclination pairs. In principle, it is possible for the dislocation unbinding
transition to be pre-empted by grain-boundary-induced melting. For instance, Chui [189] has
developed a model in which the melting cross-over from grain-boundary-induced melting to
two-stage KTHNY melting occurs for defect core energy above 2.84 kBT0 (where T0 is the
temperature at which the dislocations unbind) [191].

Experimental and computer simulation studies on the subject of 2D melting (see below for
a summary) often have the underlying objective of establishing whether or not the pathway of
melting conforms to KTHNY behaviour: (1) Does melting occur in two stages mediated by a
hexatic phase? (2) Do the order parameter correlation functions associated with the crystal and
hexatic phases have the appropriate scaling behaviour? (3) Are the observed phase transitions
first order or second order in the thermodynamic limit? Excellent reviews are available on the
subject of 2D melting and discussion of its vast literature (see for instance [191]).

In experimental systems, the 2D limit is achieved either by means of confinement (porous
material, SFA) or by deposition of a thin film on a planar substrate. The presence of the
external material often plays a significant role in determining the phase behaviour of the 2D
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system. The hexatic phase was first directly observed in a free-standing liquid crystalline film,
using electron diffraction [314–320]. There have also been numerous experimental studies of
the melting of adsorbed films on planar substrates, particularly graphite [229, 321–329], but
conclusive evidence for an intrinsic hexatic phase in these adsorbed systems only exists for
xenon adsorbed on graphite [321, 322]. Molecular simulations for both free-standing 2D films
and adsorbed films on planar substrates have been reported, but in most cases the small system
sizes used are likely to lead to inconclusive results. An exception is a study by Bagchi et al
([330]; see also [331]), who studied a 2D film of 64 000 atoms with repulsive interactions. A
systematic scaling analysis showed that the equilibrium properties are indeed consistent with
the KTHNY theory of melting.

Two-step melting consistent with the KTHNY behaviour seems to be more easily observed
in confined systems. Early work on confined colloidal suspensions by Murray and Van
Winkle [332] found such behaviour in a system of submicrometre monodisperse charged
polystyrene spheres suspended in water and confined between glass plates. The defect
structures were analysed by photographic imaging of the spheres and constructing Voronoi
polygons [191]. The defect core energy near the melting transition was estimated to be
Ec ≈ 6 kBT , which lies in the KTHNY regime according to the work by Chui [190]. Similar
experiments were performed by Rice and co-workers using different screened (effective)
potentials with which the colloidal spheres interact [333, 334]. A system of sterically
stabilized uncharged polymethylmethacrylate (PMMA) particles undergoes first-order crystal–
hexatic and hexatic–liquid transitions with order parameter correlations differing from KTHNY
predictions [333]; on the other hand a system of uncharged sterically stabilized silica particles
(effectively interacting as hard spheres) undergoes a one-step first-order melting transition from
crystal to liquid [334]. The strong dependence of the melting scenario on the interparticle
interaction found in the experiments [333, 334] is consistent with a computer simulation study
by Bladon and Frenkel [335] that reported a strong dependence (and qualitatively different
phase diagrams) of melting behaviour on the parameters of the intermolecular interaction of
a two-dimensional square-well fluid. A consensus regarding the differing scenarios has not
yet emerged due to: (a) the experimental studies on colloidal systems are faced with the
question of attainment of thermodynamic equilibrium [333, 334] while the simulation results
are for a small system size [335], and therefore subject to finite-size effects; (b) the calculated
value for the defect core energy Ec for hard discs lies in the KTHNY regime [331]; (c) the
qualitative behaviour of these studies in the limit of a hard sphere potential differs from that
of a recent simulation study by Jaster [331] on a large 2D system of hard discs. The latter
study involves a system size scaling analysis that ruled out a first-order transition with a
small correlation length, and rather supported a two-step melting behaviour consistent with
KTHNY scaling. More recently, Zahn et al [336] studied two-dimensional melting of colloidal
spherical particles interacting with repulsive (effectively dipolar) potential and reported a two-
stage melting scenario with scaling behaviour conforming to KTHNY theory. The researchers
ensured the attainment of thermodynamic equilibrium by checking for reproducibility of the
scaling behaviour [336].

There have been a limited number of studies of quasi-two-dimensional melting for simple
fluids confined within slit-shaped pores. Radhakrishnan et al [10, 11, 124, 228, 239, 337]
reported grand canonical Monte Carlo simulation and experimental results for simple fluids
adsorbed in slit carbon pores, a model of ACF. Such an adsorbed phase consists of one or two
molecular layers. In the simulation studies, a systematic size scaling analysis was performed,
and the Ginzburg–Landau parameter was used to monitor the self-consistency of the finite
size results [11, 124, 337]. The scaling of the order-parameter correlation functions in the
simulations [11, 337] was consistent with the KTHNY behaviour, implying that it is the vortex
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excitations that govern the equilibrium behaviour in the quasi-2D systems and that the melting
transition is defect-mediated. The authors also presented a scaling analysis and free energy
calculation for a system size of 180 molecular diameters [124, 337]. Based on the Lee–
Kosterlitz scaling [338] of the free energy surface, they established the nature (first-order versus
continuous) of the transitions: for the quasi-2D monolayer, the Kosterlitz–Thouless transitions
are continuous, while for quasi-2D bilayers, the Kosterlitz–Thouless transitions become first
order (the order of the phase transition was determined by examining the dependence of the free
energy barrier separating two phases as a function of system size) [124]. The free energy barrier
separating hexatic and crystal phases was found to be independent of system size for a single
confined layer and a linear function of system size when two confined layers were present.
On the other hand, the Lee–Kosterlitz scaling implies that the transition is continuous when
the free energy barrier is size independent (one-layer case) and first order involving nucleation
when there is a linear dependence (two-layer case). Based on heuristic arguments gleamed
from the analysis of the 2D x–y model, the authors [124, 337] ascribed this deviation from 2D
behaviour to the interactions between the defect configurations in different layers.

While the simulations face the difficulty of finite-size effects and computational intensity,
experimental studies of 2D melting in pores suffer from the difficulties of small samples
of the confined phase (making scattering studies difficult) and poorly characterized porous
materials. Sliwinska-Bartkowiak and co-workers have reported experimental measurements
based on DSC, DRS and NDE for CCl4 and aniline adsorbed in ACF accommodating two
confined layers, H = 1.4 nm [228, 124, 337]. Starting from a low temperature, where the
confined phase was a solid, the melting showed two transitions whose temperatures were in
quite good agreement with those from the simulations for both CCl4 and aniline. In the case of
aniline, the transition temperatures were also confirmed by DRS experiments. The authors
reported measurements of the nonlinear dielectric response, which diverged at each of the
two transitions. The temperature dependence of the NDE signal was analysed on the basis
of a phenomenological scaling law proposed by De Gennes and Prost [339], which has its
underpinnings in the Ornstein–Zernike formalism [340] of the two-point correlation function
of the order parameter. The temperature scaling of the NDE signal was found to be consistent
with the KTHNY theory for liquid–hexatic and hexatic–crystal transitions, and the authors
concluded that the transitions observed in the experiments were remnants of KTHNY melting.
This interpretation, if correct, shows that the hexatic phase is stable over a wide temperature
range, 55 K for CCl4 and 26 K for aniline. This large range of state conditions over which the
hexatic phase is stable, also observed in the simulations, may be unique to confined fluids in
porous media.

4.3. Glass transition in nanoporous materials

A liquid becomes a glass when, following a small perturbation, the relaxation time of any
measurable property becomes longer than the experimental time of observation. The liquid
to glass transition point, Tg, is defined in an operational way as the temperature at which a
relaxation time of 102–103 s or a viscosity of 1011–1013 P is attained. The glass transition
is observed in a wide variety of materials, such as network glasses (SiO2, GeO2), linear or
branched polymers, hydrogen-bonded liquids, ionic salts, electrolytic solutions and even for
metals or simple van der Waals systems. Typical transition temperatures Tg range from about
1600 K for SiO2 to about 70 K for low-molecular-weight hydrocarbons. The mechanism of
glass formation is usually viewed in terms of physical vitrification that may happen when a
liquid, being in a metastable state, is cooled below its melting temperature or compressed above
its melting pressure. On the other hand, glasses may also be formed by chemical vitrification,
which involves progressive polymerization of the molecules via the formation of irreversible



Topical Review R53

chemical bonds; examples of such glasses are materials used in engineering plastics, natural and
synthetic resins. Despite the different molecular processes involved in chemical and physical
vitrification, the slowing down of the dynamical and thermodynamic properties of the resulting
glasses are similar.

Viscosity and structural (α) relaxation times in glass-forming liquids can vary over 14
orders of magnitude when changing the temperature by a mere factor of two at atmospheric
pressure, a feature that calls compellingly for a logarithmic representation [22, 341–346].
Such dramatic variations of the dynamical properties are usually represented in Arrhenius
plots of log(η or τ ) versus 1/T , and conventionally interpreted in terms of thermally
activated dynamics, i.e. in terms of a collective passage over potential energy barriers in
a multidimensional configuration space; in such a picture, molecular motions of deeply
supercooled molecular glass-formers at atmospheric pressure, as well as the dynamics of
network-forming systems where bond breaking energies are quite sizeable, are impeded by
insufficient thermal energy to hop across barriers that are large compared with kT .

The dramatic increase of the relaxation times and the manifestation of heterogeneous
dynamics close to the calorimetric glass transition temperature Tg are naturally interpreted
as a result of collective behaviour of the molecules. The possible existence of a mesoscopic
length scale in deeply supercooled liquids has been postulated for many years, and the
notions of cooperativity, correlation length and heterogeneous domains have been introduced
in many theoretical models of the glass transition [347–351]. Glass-forming liquids are usually
characterized by the temporal behaviour of the relaxation function describing the response to a
small perturbation. The α-relaxation in supercooled liquids can be described at long times by
a stretched exponential function, called the Kohlrausch–Williams–Watt function [352–354]:

�(t) ∝ exp

[
−

(
t

τ

)β
]

where 0 < β � 1. (18)

Starting from a value of 0.3–0.6 for molecular liquids and polymer melts at Tg, the stretching
exponent β tends to 1 at high temperature. However, the absolute value of β remains
controversial because its estimation depends on the experimental technique employed and
on the theoretical model used to analyse the data. The non-exponential time dependence
of the relaxation function at temperatures close to Tg is related to heterogeneous rather
than homogeneous properties of the system. Several experiments probing the existence of
such dynamical heterogeneities have been reported during the last decade [351, 355–359].
These studies have shown the existence of a supermolecular length scale of several molecular
diameters characteristic of the inhomogeneous structure of the glass. The observation of
heterogeneous domains within the glass phase has led to the understanding that much of the
phenomenology of the glass transition is directly connected to space and time heterogeneities
of the response functions of the system. While the glass phase is stable over several orders
of magnitude of time (from 10−12 s to centuries), the space heterogeneities seem to be
characterized by the scale of a few nanometres only. However, it is worth mentioning that no
structural evidence of these heterogeneous nanoscopic clusters has been found so far. Despite
an important effort to understand the physics of glass transitions, the origin of the viscous
slowing down of supercooled liquids is not clearly understood yet and possible theoretical
explanations are still hotly debated.

Investigation of the relaxation properties of confined supercooled liquids provides
important information on the nature of the dynamical processes involved in the phenomenon
of glass transition [6]. On the other hand, the analysis of results for confined glasses is
not straightforward since important surface effects arise from the wall/fluid interaction (see
sections 4.1 and 4.2). Both static and dynamical properties of the confined liquid are affected
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by the interaction with the wall, and therefore depend on the previous surface treatment of the
porous material. A current approach in the literature is to combine several complementary
techniques and various systems to disentangle the effects and overcome the particularities
of each experimental probe or porous geometry. Significant advances in recent computer
simulations (model or realistic) [309, 360–367] also provide some insight into the microscopic
properties of confined fluids. In MD simulations of toluene confined in cylindrical pores of
immobile molecules of toluene at the same density [366], it is shown that the slowing down of
the dynamics depends on the distance of the molecules from the walls inside the pore, making
the averaged quantities (comparably to the experimental situation) apparently more stretched
with a slower characteristic time. The length scale on which the influence of the wall on the
liquid dynamics vanishes is of the order of σ (close to the size of a contact layer) for a pore
of 15 Å radius at T = 200 K, the dynamics of the inner molecules remaining isotropic but
still slower by one order magnitude than that of the bulk at the same temperature. One should
mention here a rather new extension of the mode coupling theory (MCT) for the study of the
dynamics in confinement [368].

As in the case of the melting transition, the differences between the confined and
bulk phases arise from both the nanoscopic confinement and the introduction of fluid/wall
interactions. Despite the large number of experimental and theoretical results that report
increasing, decreasing or constant glass transition temperature as a function of the pore size (see
the recent review by Alcoutlabi and McKenna [6]), no clear picture of the behaviour of confined
glasses has been obtained so far [30, 369–371]. This lack of general understanding is related
to the diversity of features that these systems exhibit, some of these properties being specific
to the technique or the material used. Among the different effects induced by nanoscopic
confinement, some specific features result from: size restriction or ‘cut-off effect’, surface
adsorption, topology (1-, 2- or 3D) of the porous geometry, and density of the confined fluid.
The ‘cut-off effect’ describes the fact that any putative characteristic length in a supercooled
liquid cannot extend beyond the typical pore size. Consequently, the cut-off effect should lead
to a less pronounced increase of the relaxation time on approaching Tg once the characteristic
length reached the pore size. Pure geometric confinement, i.e. finite-size effect, would prevent
the growth of any cooperativity length and thus moderate the slowing down of the structural
relaxation. This would lead to a lower glass transition temperature, as is indeed observed. This
effect competes with the surface-induced increased slowing down of the dynamics. By cooling
methylpentane in silica pores, Richert and Yang observed that solidification starts at the pore
surface (which indicates that the silica surface is strongly attractive for this adsorbate), whereas
lower temperatures are required to observe the glass transition of the inner pore liquid (see
figure 12) [119]. This leads to a broadening of the region of the glass transition with decreasing
pore size as observed by calorimetric measurements on confined toluene in MCM-41 and SBA-
15 (see figure 13) [77]; the molecules near the interface appear immobile on the timescale of
viscous flow near the centre of the pore, thereby confining the liquid further; for small pores
this leads to a higher value of Tg than that of the bulk (see figure 14). The topology of the
pores may also play a role in the resulting phenomenon, since if pores are interconnected, such
immobile layers may eventually prohibit liquid flow among pores and create a crossover from
an isobaric (constant pressure) to an isochoric (constant volume) path [372].

An increase of the glass transition temperature of liquids confined in small pores has also
been observed for o-terphenyl in non-silanized CPG and SBA-15 [128, 373], for polypropylene
glycol confined in CPG [121] and for methanol [288]. Nevertheless some of the results obtained
by DSC or dielectric relaxation studies are apparently controversial showing, for o-terphenyl or
salol confined in silanized CPG, a strong decrease of Tg [128, 374, 375] of about 25 K for the
smallest pore with a diameter of 2.5 nm. However, all these results can be rationalized when,
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Figure 12. The spatial distribution of the dynamics of a simple glass-forming liquid, 3-
methylpentane (3MP) in its viscous regime, geometrically confined to the 7.5 nm diameter
pores of sol–gel processed silica. The results are obtained from triplet state solvation dynamics
measurements. Note that the timescale of molecular motion changes by over three orders of
magnitude within several nanometres (adapted from Richert and Yang [119]).

on the one hand, the density of the confined liquid, and, on the other hand, the chemical nature
of the surface, i.e. fluid–wall interactions, are taken into account, at least for pore diameters of
about 10σ or smaller.

Hence, it has been shown recently that confinement of a weakly interacting fluid (benzene,
toluene) [77, 118] in porous silica may notably affect its static properties, leading to glassy
phases with significantly lower density at low temperature; similarly for confined methanol,
the density seems to be systematically smaller than the bulk by a few per cent [288]. Thus,
comparison with the bulk glass behaviour at ambient pressure is questionable for the glasses
obtained in the smallest pores. Accordingly, the strong decrease of Tg of an archetypical glass-
forming liquid, o-terphenyl, confined in CPG [128] can be explained by the lower value of the
density in the confined phase relative to the bulk, together with the inability to equilibrate the
confined liquid in the timescale of experiment. The authors proposed that the density change
could be proportional to the liquid-pore surface tension and inversely proportional to the pore
size.

The glass transition signature is, as for bulk materials, a jump of the heat capacity and of
the thermal expansion at Tg as measured by adiabatic calorimetry and by the density of the
confined fluids, or by the temperature at which the system reaches an averaged relaxation time
of, say, 100 s by using spectroscopic techniques. An important feature observed by calorimetric
measurements is the quite large broadening of the region of the glass transition with decreasing
pore size, from a few degrees to several tens of degrees. This temperature broadening is
consistent with the weaker increase of the mean square displacement observed in the smallest
pores [118, 376]. In this picture an extended temperature range for the calorimetric glass
transition means a highly stretched relaxation function and a broad distribution of relaxation
times; the dynamics of a confined fluid is then highly heterogeneous and this character is
induced by the wall boundary conditions, an amount of fluid remaining trapped at the surface.
The observed broadening of the glass transition region continuously increases with decreasing
pore size, which agrees well with this picture. For timescales of less than a few seconds, it
is also expected that the stretching of the structural relaxation function increases (i.e. β in
equation (18) decreases) and requires several decades in time to decay entirely, as recently
stressed in quasi-elastic neutron and light scattering studies of salol and o-terphenyl confined
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in CPG [128, 377] or in the regular SBA-15 [118]. The similarity between these results suggests
that the regular or irregular shape of the pores is not the prevailing input for the glass formation,
as for melting phase transitions, but that the chemical nature and the shape of the interface play
the dominant role in the dynamical process.

However, the decrease in the glass transition temperature observed for pore sizes larger
than 10σ suggests that finite-size effects may dominate the dynamics of supercooled liquids in
so far as no changes in the inner density are observed (the most pronounced being observed for
a pore size of the order of 10 molecular diameters); for very large pore sizes (e.g. larger than
100σ ) no difference between bulk and confined liquids is observed, as found for microemulsion
droplets [378, 379]. However, these latter matrices are soft compared with the rigid silica wall,



Topical Review R57

210 3

C

L

CC

CH
CL

0 1 2 3

L
H

C

T
f/T

f,
bu

lk

(a)

(b)

1.5

1.0

0.5

0.0

α

α

1.0

T
f/T

f,
bu

lk

1.5

0.5

Figure 15. (a) Global phase diagram for a pore width of H ∗ = 7.5 from simulation (filled symbols).
Five different phases are observed: liquid (L), contact-hexatic (CH), contact-crystal (CC), contact-
liquid (CL) and crystalline (C). The point marked by the open circle is the experimental result by
Klein and Kumacheva for cyclohexane in a mica slit pore (SFA) [114]. (b) Global phase diagram
for a pore width of H ∗ = 3 from simulation (filled symbols) and experiment (open symbols). Three
different phases are observed: liquid (L), hexatic (H) and crystalline (C). Experimental results are
for (reading from left to right) water, nitrobenzene, aniline, methanol, carbon tetrachloride and
benzene (from Radhakrishnan et al [11]).

which may induce novel features in the overall dynamics [380]. Unfortunately, the originally
expected estimation of a supermolecular length or spatial information on the dynamical
heterogeneities in the bulk supercooled liquid close to the glass transition is not fulfilled and
remains only speculative until we understand the mechanism involved at the interface between
the confined fluid and the wall. Moreover, there is no obvious indication that the dramatic effect
of confinement on the dynamics of confined liquids is related to an increase of the correlation
length of cooperative dynamics as the temperature approaches the glass transition.

5. Global phase diagrams

For simple adsorbates and pore geometries (slit or cylinder) it is possible to present global
freezing phase diagrams in terms of a few variables, based on a corresponding state
analysis [381]. Such an analysis [10, 11] shows that the phase transition temperature (in
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dimensionless form) depends on three dimensionless variables, H ∗ = H/σff, σfw/σff and α =
Cεfw/εff, where C depends on the pore geometry and solid wall structure (see equations (1)
and (2) and associated discussion). When the diameters σfw and σff are not very different,
and the pore width exceeds the larger of the pore sieving regimes, the reduced transition
temperature can be written in terms of only two variables as in equation (2), T ∗

tr ≈ f (H ∗, α).
For a strictly 2D square well fluid, Bladon and Frenkel [335] reported a strong dependence
of the melting behaviour on the parameters of the intermolecular interaction. The authors
reported two phase diagrams in the T –ρ plane for different values of the range of the attractive
interaction. Although qualitatively similar, the range of stability of the hexatic phase was found
to be sensitive to the range of intermolecular interaction. A similar dependence of the melting
scenario on the interparticle interaction was observed in experiments for colloidal particles
interacting through different screened (effective) potentials [333, 334].

Schmidt and Lowen [141], using Monte Carlo simulations, studied the freezing of hard
spheres confined between two parallel hard plates of various separations, interpolating between
two and three dimensions. The coexistence conditions were obtained by identifying van der
Waals loops in pressure versus density curves, and then applying a Maxwell construction. The
full phase diagram for this model was mapped out for arbitrary density and plate separations
lying between one and two sphere diameters. The phase diagram is found to exhibit a rich
structure with a fluid phase and many different solid phases of buckled, layered and rhombic
crystalline structure. For the finite system sizes studied in this work, the freezing transition was
found to be first order. Solid–solid transitions were also observed upon further increase of the
density. Some of these crystal transformations were found to be weakly first order.

The corresponding states principle in equation (2) states that the phase behaviour for two
different adsorbates in two different materials will be the same at a given reduced pressure
if they have the same values of H ∗ and α. Thus, the construction of phase diagrams from
a minimum of simulation or experimental data, provided they cover a suitably wide range of
H ∗ and α values, can be used to predict the phase behaviour of other systems that have not
been studied. Global freezing phase diagrams for Lennard-Jones fluids in slit-shaped pores
of widths H ∗ = 7.5 and 3.0 and a bulk pressure of 1 atm have been reported [11]. The
coexistence conditions of the two phases were obtained using Landau free energy calculations.
In the larger pore, five different phases are observed: liquid, contact-hexatic, contact-crystal,
contact-liquid and crystalline (see section 4.1 and figure 15(a)). The different phases were
identified by their characteristic positional and orientational correlation functions. The freezing
temperature shifts upward on confinement for values of α greater than 0.95 (strongly attractive
pores), and shifts downward for values of α less than 0.95 (repulsive and weakly attractive
pores). For strongly attractive pores, the contact layers freeze at a temperature higher than the
inner layers, while for weakly attractive walls the contact layers freeze at a temperature lower
than the inner layers; this leads to the formation of the contact-crystal (CC) and contact-liquid
(CL) phases, respectively that were described in section 4.1. The contact-crystal phase is found
to be thermodynamically stable in the region α > 0.95, while the contact-liquid phase is stable
in the region 0.5 < α < 0.95. For strongly attractive pores, α > 0.95, the contact layers
undergo a second liquid–hexatic phase transition that leads to the contact-hexatic phase (CH)
(see solid diamonds in figure 15). For this pore width, comparison with experimental SFA data
of Klein and Kumacheva [114] for the freezing of cyclohexane in a mica slit pore is in good
agreement (within 5%) with the global phase diagram.

Figure 15 shows the global phase diagram for a slit pore of width H ∗ = 3, using molecular
simulations as well as experimental measurements. For this width, the pore accommodates
only two confined molecular layers. The phase boundaries from simulation and experiment are
similar (the largest deviation was found to be 15%). As α becomes smaller the temperature
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range where the hexatic phase is stable decreases. This is expected, since as α becomes small
the fluid–wall interactions are relatively weaker, and the adsorbate no longer arranges itself into
well-defined quasi-2D layers. Similar global freezing diagrams as a function of pore width are
shown in figure 16 for different values of α and different system sizes (box length L). The effect
of a cylindrical confinement relative to a slit-like confinement is apparent by comparing the data
for these two geometries of the same adsorbent material (CCl4 in a silica cylindrical pore is to
be compared with the slit pore, with α = 0.5). The freezing temperature for the cylindrical pore
is lower than that for the slit pore, a trend that was first understood by comparing the simulation
results of Miyahara and Gubbins [233] and Maddox and Gubbins [237].

Experimentally, one can alternatively fix a given value of α and explore the pore
size dependence of the phase transitions such as melting and glass formation for different
geometries. This leads to a new phase diagram of the condensed phases, supercooled liquid,
glass and crystal (see figure 17).

6. Conclusion

There has been significant progress in our understanding of melting and freezing in simple
systems (simple one-component adsorbate molecules in well-characterized pores of simple
geometry) over the past decade. Corresponding state relations, such as equations (1) and (2),
and the global phase diagrams (section 5) provide a useful framework for the discussion of
the behaviour of real systems. Most of the systems studied experimentally have relatively
weakly attractive pore walls (small α, e.g. many silica systems) and exhibit a lowering of the
freezing temperature, and may exhibit a contact layer near the wall that is fluid even though
the inner adsorbed phase is crystalline. Such behaviour is seen in both the simulations and
experiments for many such systems. For strongly attractive walls (large α, e.g. carbons or
mica) an increase in the freezing temperature over the bulk value may occur, and a contact
layer that is crystalline while inner layers remain fluid may be observed. Again, such behaviour
has been observed in both the simulations and experiment. In general it is easier to understand
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melting point of benzene confined in silanized CPG [73]; (♦) melting point of benzene confined in
ACF [224]; (•) glass transition temperature of benzene confined in MCM-41; ( ) glass transition
temperature of benzene confined in microemulsion [378].

freezing behaviour in pores of slit rather than cylindrical geometry; the additional geometrical
hindrance effect in the latter case tends to inhibit freezing in small pores, leading to glassy
phases or microscopic domains that are defective crystals surrounded by amorphous regions.
Unfortunately, porous materials with slit-shaped pores are relatively few, the principal examples
being the mica surfaces of the SFA and certain carbons.

Even for simple systems, some difficulties remain. In the simulations the principal
difficulties are finite-size effects, and the degree of realism of the models used. It is important
to study system size effects, to calculate free energies and to carry out a finite-size scaling
analysis to ensure that the observed results are not an artefact of a small system size or
metastability. Many of the models used for the intermolecular forces and the atomic structure of
the pore material have been simplified, making it difficult to make effective comparisons with
experiment. In the experiments difficulties include poorly characterized materials and possible
surface contamination. Scattering studies, needed to determine the structure of the confined
phase, are difficult because of the small amount of adsorbed material. Often, the interpretation
of the experimental results is difficult and can lead to controversy.

For more complex adsorbates and pore structures the difficulties of interpreting
experimental results is increased, as is that of bringing experiment and theory together in a
fruitful way. The great majority of the studies reported so far are for pure confined phases; very
little is known of the freezing behaviour of confined mixtures [382–384].
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