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Monte Carlo simulations combined with the parallel tempering technique are used to study the freezing of
Ar, CHy, and their mixtures in a slit graphite nanopore. For all systems, the solid/liquid coexistence line is
located at higher temperature than that for the bulk phase, as expected for fluids for which the wall/fluid
interaction is stronger than the fluid/fluid interaction. In the case of the mixtures, the phase diagram for the
confined system is of the same type as that for the bulk (azeotropic). It is also found that the freezing
temperatures for the confined fluids and mixture are much more affected by pressure than those for the bulk
phase. By calculating the isothermal compressibility of the confined fluids and determining the slope of the
solid/liquid coexistence line (7,P) from the Clapeyron equation, we show that such a strong effect of pressure
is not related to reduced compressibility within the pores. On the other hand, the pressure dependence of the
in-pore freezing temperature is correctly described in the frame of the model proposed by Miyahara et al.
[Miyahara, M.; Kanda, H.; Shibao, M.; Higashitani, K. J. Chem. Phys. 2000, 112, 9909.], which is based on
the pressure difference between the bulk and confined phases (capillary effect). In this model, a change in the
in-pore freezing temperature with pressure is explained by a drastic change in the in-pore pressure, which
varies very sharply with the bulk external pressure. We present an extended version of this model to confined

systems for which an increase in the freezing temperature is observed.

I. Introduction

Freezing and melting of fluids or mixtures confined at the
nanoscale is relevant to practical applications involving lubrica-
tion, adhesion, nanotribology, and fabrication of nanomaterials.'?
For instance, the use of nanoporous solids as templates to obtain
nanomaterials such as composites, nanowires, or nanotubes is
receiving increasing attention.>™® Freezing in porous media
has also been widely employed in the characterization of porous
materials using the method of thermoporometry.!® In this
method, the change in the freezing temperature is related to the
pore size through the Gibbs—Thomson equation. From a
fundamental point of view, the freezing of systems confined in
nanopores can be used to estimate the effect of confinement,
surface forces, and reduced dimensionality on the thermody-
namics and dynamics of fluids. Upon reducing the width of the
confined space to approach the range of the intermolecular
forces, significant shifts in the freezing temperature are observed,
and in some cases, new surface- or confinement-induced phases
occur.>'12 Previous experimental, molecular simulation, and
theoretical studies have shown that, for simple fluids and pore
geometries, the freezing temperature can be described as a
function of the reduced pore size H* = H/o (H is the pore width,
and o the diameter of an adsorbate molecule) and the ratio of
the wall/fluid (wf) to the fluid/fluid (ff) interactions, ot ~ Cpy&w/
&, where py and € are the density of wall atoms and the potential
well depth, respectively, and C is a constant that depends on
the wall geometry. The freezing temperature Tt is decreased
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compared to the bulk value, 79, for o < ~1, while it is increased
for oo > ~1. The magnitude of the shift in the transition
temperature depends on H, while the appearance of surface- or
confinement-induced phases usually depends on a combination
of effects from H and a (for a recent review on the effects of
confinement and surface forces on freezing, see ref 2).

For sufficiently large pores, the shift in the freezing temper-
ature AT; = Ty — T{ can be related to the pore width H* using
the Gibbs—Thomson equation, which is obtained either by
equating the free energies of the confined liquid and solid
phases!®> or by determining the temperature at which the
chemical potential of the confined solid equals that of the bulk
reservoir.'* In agreement with the Gibbs—Thomson equation,
early experiments performed for pores larger than 6—7 nm
showed a linear relation between the in-pore freezing temper-
ature and the inverse pore width. However, the equation fails
to predict the freezing temperature for smaller pores. Differential
scanning calorimetry and dielectric relaxation spectrometry for
CCly, confined in controlled porous glasses showed that the
Gibbs—Thomson equation fails to describe the shift in the
freezing temperature for pores smaller than ~150 (i.e., ~7.5
nm).'* Similarly, the equation fails for CCl, in activated carbon
fibers (pore width of 1.1—1.7 nm).! This breakdown is due to
the use of macroscopic concepts in the derivation of the
Gibbs—Thomson equation, such as surface tension (implying
an interface separating two bulk-like phases), and the failure to
account for the strong inhomogeneity of the confined phase.
Even when the Gibbs—Thomson equation is expected to apply,
its use is usually limited by the unavailability of the surface
tensions involved.

A qualitative understanding of the effects of confinement on
freezing temperature can be obtained from the following
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reasoning, which does not rest on macroscopic arguments
concerning surface tension. If we assume that the fluid molecules
can be treated as Lennard-Jones particles, the bulk fluid will
freeze at a temperature that is proportional to the parameter &.
Similarly, we can expect that the freezing temperature for the
confined phase will be proportional to &, which is an effective
energy parameter that accounts for both the fluid/fluid and fluid/
wall interactions in some average way. For strongly attractive
walls, an increase in the freezing temperature with respect to
the bulk is expected as & is larger than e In contrast, a
decrease in the freezing temperature is expected for weakly
attractive pores as & is smaller than . When e.r ~ &, the
in-pore freezing temperature should be similar to that of the
bulk. These predictions are supported by previous molecular
simulations and experiments on the freezing and melting of
simple fluids confined in various nanoporous materials (carbon
pores, silica pores, mica plates in surface force apparatus,
etc.).'"1215722 Since carbon and mica surfaces are strongly
attractive, we expect that a rise in freezing temperature is likely
for many adsorbates that do not have strongly attractive (e.g.,
H-bonding) fluid/fluid interactions. Such systems exhibit large
o values, that is, the ratio of the wall/fluid to the fluid/fluid
interactions is larger than 1. On the other hand, we would not
expect such an increase in T} for water in these materials since
o is smaller than 1.'""'2 Recent SFA experiments have confirmed
this prediction by showing that water’»** and some alcohols
(octanol, undecanol®) remain fluid-like, even for confined film
thicknesses below 1 nm.

In contrast to the pore size H and the wall/fluid interaction,
the effect of pressure on the freezing of confined systems has
received considerably less attention.?*”>° In this paper, we report
molecular simulations for Ar, CHy, and their mixtures confined
at three different pressures in a carbon nanopore having a width
of 0.69 nm, which corresponds to ~20. The choice of such a
small pore, which accommodates one layer of adsorbate, is
motivated by the fact that we expect the largest effect of pressure
for this system compared to the bulk. In these simulations, Ar
and CH, are described as Lennard-Jones fluids. Following
previous works, we study freezing in nanopores using bond
order parameters and both positional and bond orientational pair
correlation functions. The effect of pressure on the in-pore solid/
liquid phase transition is discussed in light of calculations of
(1) the isothermal compressibility of the confined fluid and (2)
the slope of the solid/liquid coexistence line from the
Clausius—Clapeyron equation. We also discuss the ability of
the model proposed by Miyahara et al.? to predict the change
in the freezing temperature of the confined fluid with pressure.
Finally, we compare the solid/liquid phase diagram of the
confined Ar/CH4 mixture with its bulk counterpart and report
its evolution with increasing pressure.

II. Computational Details

Freezing of Ar, CH,, and their mixtures in a slit graphite
nanopore with H = 0.69 nm ~ 20 (¢ = 0.3405 nm for argon)
was determined using the grand canonical Monte Carlo tech-
nique (GCMC).*!' This stochastic method simulates a system
having a constant volume V (the pore with the adsorbed phase),
in equilibrium with an infinite fictitious reservoir of particles
imposing its chemical potential for each species, ua, and cpa,
and its temperature, 7. In order to circumvent the difficulty of
particle deletion and insertion in dense phases such as liquids
and solids, we combined the GCMC simulations with the
parallel tempering technique. Full details of the GCMC and
parallel tempering techniques used in this work have been
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described elsewhere.?>~3* The square section of the graphite slit
pores was 7.62 nm x 7.62 nm (~220a, X 2204,). Periodic
boundary conditions were applied in the directions (x, y) parallel
to the pore walls. The fluid/fluid interactions Ar/Ar and CH4/
CH,4 were calculated using Lennard-Jones potentials with O,
= 0.3405 nm, EAr/kB =119.8 K, OcH4 — 0.381 nm, and 8(;1.[4/](3
= 148.1 K. The cross-species parameters 0aycus and €aycuy Were
determined using the Lorentz—Berthelot rules. The slit graphite
nanopore was described as an assembly of two structureless
parallel walls. The interaction between the fluids and each pore
wall was calculated using the Steele 10—4—3 potential®®

< Z

Ojvf
S (D
3A(z + 0.61A)

where z is the distance between the adsorbed molecule and the
graphite surface, A is the separation between graphite layers,
0.335 nm, and p, is the atomic density of graphite layers, 114
nm~>. The wall/fluid Lennard-Jones parameters &y/ar, Ow/ar
Ewscha, and Oy,cug Were determined by combining the wall/wall
and fluid/fluid parameters using the Lorentz—Berthelot rules
with the values &,,w/kg = 28 K and o,,, = 0.34 nm for the carbon
wall. Radhakrishnan et al.!' have shown that the parameter o
= puewiosiAleg, that is, the ratio of the wall/fluid to the fluid/
fluid attractive interactions, can be used to describe the change
in freezing temperature of a confined system. An increase
(decrease) in the freezing temperature compared to the bulk is
expected for o > ~1 (a < ~1). The a parameters for Ar and
CH, confined in graphite pores are 2.14 and 2.16, respectively.
The input parameters required in the GCMC simulations,
Ua(T,P) and pcps(T,P) at a given pressure P and temperature
T, were determined using the equation of state for Lennard-
Jones mixtures of Johnson et al.*® The number of particles in
our simulations varies from 400—1200, depending on the mole
fraction of the confined mixture and the pore width H. The
number of replicas used in the parallel tempering is 16, and the
temperature difference between two successive replicas is AT
= 2 or 3 K. We started with a well-equilibrated liquid
configuration of the confined mixture and performed at least
10° Monte Carlo steps per particle to equilibrate the system using
the parallel tempering technique. After equilibration of the
system, density profiles, bond order parameters, and pair
correlation functions were averaged in the course of a second
simulation run.

Strong layering was observed due to the interaction with the
attractive pore walls. Following previous works on the freezing
of pure fluids in nanopores,'"'23773 the structure of the confined
system was investigated by calculating for each layer j of
adsorbate the 2D bond order parameters ®s;. We determined
@ as the average value of the local order parameter W (r),
which measures the hexagonal bond order at a position r of a

particle located in the layer j44!
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Figure 1. Average value of the 2D bond order parameter ®¢ as a
function of the temperature 7* for CH4 confined at P* = 0.002 in a
slit graphite nanopore with H* = 2. Temperatures and pressures are in
reduced units with respect to 0, and €a;.

where O,are the bond angles between the particle and each of
its N, nearest neighbors. ®g; is close to 1 for a crystal layer
having a triangular structure and close to O for a liquid layer.
We also monitored the 2D in-plane positional and bond
orientational pair correlation functions, g;(r) and Ge [(r).3* 3%
The latter measures for each layer j the correlations between
the local bond order parameter W (r) at two positions separated
by a distance r

G6(r) = <IP§J(O)W6J(F)> 3)

III. Results and Discussion

A. Determination of the Freezing Temperature. All of the
quantities (temperature, pore size, pressure, chemical potential,
density, etc.) in the remainder of this paper are in reduced units
with respect to the Lennard-Jones parameters for argon (Oar,
ear)- We first report GCMC simulations for pure Ar and CH,
confined in the graphite nanopore with H* = 2 at three different
pressures, P* = 0.002, 0.011, and 0.064 (which correspond to
1, 5, and 25 atm, respectively). Here, we present, as an example,
a detailed analysis of the results obtained for methane confined
in the nanopore at P* = 0.002. The results obtained for the
two fluids and for the three pressures will be discussed in the
next paragraph. Density profiles for confined argon and methane
show that the pore H* = 2 accommodates one adsorbed layer.
The average value of the 2D bond order parameter for this
confined layer, @, is shown in Figure 1 as a function of the
temperature 7. Upon freezing, @ sharply increases at 7% ~
1.4, which reveals that the adsorbed film undergoes a liquid to
crystal phase transition. @ varies from ~0.1 in the liquid region
up to ~0.80 in the crystal region. This latter value suggests
that the layers have a hexagonal crystal structure (triangular
symmetry) with, however, some defects.

In-plane 2D positional g(r) and orientational Ge(r) pair
correlation functions for CH, confined at P* = 0.002 in the
nanopore with H* = 2 are presented for two temperatures in
Figures 2 and 3, respectively. Correlations within each layer
were determined up to a distance of half of the size of the
simulation box. At 7% = 1.58, the confined layers exhibit a
liquid-like behavior as revealed by the g(r) function, which is
characteristic of a phase having short-range positional order.
This result is confirmed by the exponential decay observed in
the G¢(r) function; such a decay is typical of 2D liquid phases,
which have short-range orientational order. On the other hand,
at 7% = 1.20, the confined layers appear as 2D hexagonal
crystals with long-range positional order, as can be seen from
the features of the g(r) function for this temperature; (i) the
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Figure 2. In-plane 2D positional pair correlation function g(r) for CH,
confined at P* = 0.002 in a slit graphite nanopore with H* = 2 at
(black line) 7* = 1.20 and (gray line) 7* = 1.58. The g(r) function
for 7% = 1.58 has been shifted by +2.0 for the sake of clarity.
Temperatures, pressures, and distances are in reduced units with respect
to Oar and &4,
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Figure 3. In-plane 2D orientational pair correlation function Gg(r) for
CH, confined at P* = 0.002 in a slit graphite nanopore with H* = 2
at (black line) 7% = 1.20 and (gray line) 7% = 1.58. Temperatures,
pressures, and distances are in reduced units with respect to g, and
EAr.
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Figure 4. Density of CHy confined at P* = 0.002 in a slit graphite
nanopore with H* = 2 as a function of the temperature 7*.

amplitude between the first and the second peak is close to 0,
(ii) the second peak is split into two secondary peaks, and (iii)
the third peak presents a shoulder on its right side. Moreover,
the Ge(r) function at this temperature has a constant average
value, as expected for a hexagonal crystal layer with long-range
orientational order. Analysis of the in-plane 2D pair correlation
functions g(r) and G¢(r) corroborate the results shown in Figure
1 for the 2D bond order parameter ®g; the transition temperature
between the crystal and liquid phases was found to be 7% =
1.42. For all molar compositions studied in this work, it seems
that freezing of the confined layers involves a direct phase
transition between a 2D crystal and a 2D liquid.

The density of CH4 confined at P* = 0.002 in the nanopore
with H* = 2 is shown in Figure 4 as a function of 7%. The
pore volume used in these density calculations was estimated
using the pore size diminished by oycns4 in order to account
for the excluded volume due to the short-range repulsion with
the pore walls. Upon freezing, p* increases at 7 = 1.42 from
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Figure 5. (open circles) Effect of bulk-phase pressure on solid/liquid
coexistence (7%*,P*) for argon (top) and methane (bottom) confined in
a slit graphite nanopore with H* = 2. The dashed lines are exponential
fits of the simulated data. The black solid line indicates the bulk gas/
liquid coexistence line, which ends at the critical point marked by the
closed circle (data taken from the work of Kofke*’). Note that the bulk
gas/liquid coexistence line differs between the two fluids as the data
are reduced in each case with respect to g, and ;.

pi = 0.70 in the liquid phase up to p§ = 0.73 in the crystal
phase. The freezing temperature for the confined mixture, 7¢*
= 1.42, is much larger than the bulk freezing point, T#™/k ~
0.85, and corresponds to a relative increase of ~1.7. The same
analysis for pure argon confined at P* = 0.002 in the nanopore
with H* = 2 also reveals that the in-pore freezing temperature
is larger than that for the bulk (the relative increase in
the freezing temperature is also 1.7 for this fluid). The larger
freezing temperatures for confined argon and methane compared
with those for the bulk can be explained by the fact that the
wall/fluid interactions are stronger than the fluid/fluid interac-
tions for both Ar and CH,, o, = 2.14 and acps = 2.16.212
Finally, the sharp increase observed in the 2D bond order
parameter @4 and the CH, mole fraction suggest that the freezing
of the confined system is a first-order transition, as has been
found in previous works on fluids in nanopores.'>*” Thanks to
the use of the parallel tempering technique, in which both the
liquid and crystal phases are simulated in the same run, we
expect the results presented to correspond to the thermodynamic
equilibrium state. In our previous work,*? it has been shown
that simulations of the melting and freezing phenomena give
similar results, provided that the parallel tempering method is
used and a significant fraction of the swap trial moves are
accepted.*? Moreover, Hung et al.*” showed for pure fluids that
this technique gives the same results as those obtained from
free-energy calculations.

B. Effect of Pressure on Freezing. Figure 5 shows the solid/
liquid coexistence line (7%*,P*) for argon and methane confined
at three different bulk-phase pressures in the slit nanopore with
H* = 2. We also report the bulk gas/liquid coexistence line*’
to help to locate the in-pore phase diagrams with respect to the
bulk. Due to the positive shift in the freezing temperature, the
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Figure 6. Isothermal compressibility 57 as a function of density p*
for argon (squares) and methane (circles). The closed and open symbols
are for the bulk fluid and the fluid confined in the slit graphite nanopore
with H* = 2, respectively. The uncertainty in the calculated isothermal
compressibility is £0.02. Data are in reduced units with respect to oa,
and ¢x,.

in-pore solid/liquid coexistence line is located in a region
corresponding to the gas phase for the bulk. The increase in
the freezing temperature for the confined system depends
strongly on the pressure; for instance, 7F = 1.17 at P* = 0.002
and TF = 1.35 at P* = (.06 for argon. Such a shift, AT¥ ~ 0.2,
is 10 times larger than that for bulk argon AT¥ < 0.02 for the
same change in pressure (see Figure 1 in ref 44). Similarly, the
freezing temperature for confined methane drastically increases
with pressure compared to the bulk solid/liquid coexistence. This
result is in agreement with previous works in which it was
shown that the solid/liquid coexistence for a confined system
is much more affected by the pressure than the bulk.?6~2

For a bulk system, the dependence of the freezing temperature
on pressure is usually weak and is due to the low isothermal
compressibility of most liquids. In order to clarify the role of
pressure on the freezing of confined fluids, we determined the
reduced isothermal compressibility 85 = (Brealoi:), where B¢
= —(1/V)(aVIoP)r, for liquid argon and methane confined in
the slit graphite nanopore with H* = 2. The latter was
determined from the fluctuations over the number of atoms ON
in the GCMC runs using the following equation®’

. _ VHONY)

ﬁ T N2 T+ (4)

where N, T*, and V* are the number of atoms, the reduced
temperature, and the reduced volume, respectively. The iso-
thermal compressibility Sf for argon and methane in the
nanopore with H* = 2 is shown in Figure 6 as a function of
the density p*. We also report the data for bulk argon and
methane in the liquid phase. For both fluids, the isothermal
compressibility for the confined system is smaller than that for
the bulk phase; 5% for confined argon and methane is about 50
and 33% of the bulk value, respectively. Such a result can be
explained by the poor fluctuations in the number of particles
for the in-pore fluid, which are limited due to the strong
confinement in the slit pore geometry (atoms can be inserted
or deleted only along two dimensions instead of three dimen-
sions for a bulk system). The lower compressibility for the
confined fluids suggests that the significant pressure dependence
of the in-pore freezing temperature (Figure 5) cannot be related
to the compressibility of the confined fluid. On the contrary,
the low isothermal compressibility for the confined fluids suggest
that the in-pore freezing temperature may depend weakly on
pressure.
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Figure 7. Two possibilities for the in-pore liquid/solid phase diagrams
in the (P,T) plane (schematic). The in-pore solid/liquid coexistence curve
is represented as the dashed line. The solid line corresponds to the
bulk gas/liquid coexistence curve, which ends at the critical point
marked by the closed circle. A path AB along the in-pore solid/liquid
coexistence line is shown for model consideration. In the first situation
(left), the path passing through B(P®,PP,T) crosses the bulk gas/liquid
coexistence curve at A(P8,P},T,) (the superscripts p and b denote the
in-pore and bulk pressures, respectively). AB for the bulk system can
be decomposed as an isobaric path AN in the bulk liquid phase and
the sum of an isothermal path NM in the bulk liquid phase and an
isothermal path MB in the bulk gas phase. In the second situation (right),
the path passing through A(P8,Pg,Ty) and B(P°,PP,T) does not cross
the bulk gas/liquid coexistence curve. In this case, AB for the bulk
system can be decomposed as an isothermal path AQ and an isobaric
path QB, both in the bulk gas phase. For both situations, AB for the
confined system can be decomposed as the sum of an isothermal path
AQ and an isobaric path QB in the confined liquid phase.

Miyahara et al. proposed a simple thermodynamic model to
explain the large effect of pressure on freezing of confined
fluids.?® In what follows, the superscripts p and b denote the
in-pore and bulk phases, while the subscripts G, L, and S
indicate the gas, liquid, and solid phases. Suppose that the in-
pore solid/liquid coexistence (7,P) curve passes through a point
B, as shown in Figure 7. The bulk fluid is at a pressure PP,
while the fluid confined in the pore is at an effective pressure
PP due to the interaction with the pore wall and the capillary
effect (surface tension effect leading to a pressure difference
between the in-pore and bulk phases). Considering the in-pore
solid/liquid coexistence, there are two possible situations that
are depicted in Figure 7. The first corresponds to the case when
the in-pore solid/liquid coexistence line crosses the bulk gas/
liquid saturation curve. In this case, the path passing through B
(P°,PP,T) crosses the bulk gas/liquid coexistence curve at A
(P§,P3.T,). The second situation, which has not been addressed
by Miyahara and co-workers, corresponds to the case where
the in-pore solid/liquid coexistence line does not cross the gas/
liquid saturation curve but remains in the bulk vapor phase up
to temperatures above the bulk critical temperature. As can be
seen in Figure 5, both argon and methane in the slit graphite
nanopore with H* = 2 fall into the second category. On the
other hand, other simulation results by Miyahara and co-workers®® 2
suggest that for larger pores, most systems belong to the first
category.

We now derive a more general version of the model of
Miyahara et al.,?® extending it to any confined system for which
an increase in freezing temperature occurs and showing that it
remains valid even without some assumptions made in its
original version. In what follows, we do not use superscripts p
and b for the temperatures as we assume that the confined and
bulk phases are at the same temperature (thermal equilibrium).
We address the two situations shown in Figure 7. We first
consider the case where the in-pore solid/liquid coexistence line
crosses the bulk gas/liquid saturation curve (left figure in Figure
7). An infinitesimal change in the chemical potential along one
of these paths can be expressed as

Coasne et al.

du = —SdT + VdP 5)

By integrating eq 5 for the bulk system along the isobaric path
from A(PB,PB,Ty) to N(PB,PR,T) and the isothermal path from
N(P§,PR,T) to B(P°,PP,T), one obtains

T
Ay = — fTO SdT

b (6)
M = [ vdp®

Given that AN is located in the bulk liquid region and assuming
that the entropy of the bulk liquid, S, is independent of the
temperature over this range, integration of the first equation in
eq 6 leads to

Aﬂ/be = _SE(T =Ty @)

The second equation in eq 6 can be decomposed as an integral
in the bulk liquid region between N and M and an integral in
the bulk gas region from M to B

b b
Ny = [P+ [ Voap® ®)

where V£ and V& are the molar volumes of the bulk liquid and
gas phases, respectively. Given that V2 << V4, the first integral
can be neglected, and assuming the bulk vapor phase can be
treated as an ideal gas, integration of eq 8 leads to

b P°
Ay = RTIn| ©)
Py

By adding eqs 7 and 9, one obtains the change in chemical
potential for the bulk system along the path AB

b
P—b) (10)
PM

Auby = —SNT — Ty) + RTIn

If the in-pore solid/liquid coexistence line does not cross the

bulk gas/liquid saturation curve (second situation in Figure 7),

AB for the bulk system can simply be decomposed as an

isothermal path and an isobaric path in the bulk gas phase. By

integrating eq 5 for the bulk system along the isothermal path

from A(P§,P3,T,) to Q(P,PR,Tp) and the isobaric path from
Q(P°,Pp,Tp) to B(P°,PP,T), one obtains

pb

Atrg = [y VAP®

. . (1)

Augy = = f, ST

Given that AQ is located in the bulk gas region and assuming
that the bulk vapor phase can be treated as an ideal gas,
integration of eq 11 leads to

A,uZQ = RT,In

Pb
1;) 12)

0
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QB is located in the bulk gas region, and assuming that the
entropy of the bulk gas, S&, is independent of the temperature
in this temperature range (which implies that AB corresponds
to a small change along the in-pore coexistence line), integration
of the second equation in eq 11 leads to

Auty = =T = Ty (13)

By adding eqs 12 and 13, one obtains the change in chemical
potential for the bulk system along the path AB

Pb
ﬁ) (14)

0

Auby = —So(T — T,) + RT,In

On the other hand, in all cases, the chemical potential change
for the confined system along the in-pore solid/liquid coexistence
line between A(P§,P§,Ty) and B(PY,PP,T) can be decomposed
as the sum of an isothermal path AQ and an isobaric path QB
in the confined liquid phase. Integrating eq 5 for the confined
system along the isothermal path from A(PS,P3,T,) to Q(P"
,PB,Tp) and the isobaric path from Q(P,PR,Tp) to B(PP,PP,T)
leads to

PP

Adyg = [, VAP
T

= [, sdT

(15)
AﬂgB =

Given that AQ is located in the confined liquid region and
neglecting the pressure dependence of the confined liquid molar
volume W}, integration of the first equation in eq 15 leads to

Aulq = VI(P* = Pp) (16)

BQ is also located in the confined liquid region. Neglecting the
temperature dependence of the entropy of the confined liquid,
SP, integration of the second equation in eq 15 leads to

Ny = —SN(T — T)) (17)

By adding eqs 16 and 17, one obtains the change in chemical
potential for the confined system along the path AB

Mg = =SU(T = Ty) + VI(P" = PY) (18)

From eqs 10, 14, and 18, equating Aukg = Aulg for the two
situations described in Figure 7 leads, respectively, to the
following coexistence conditions

b
—S)(T — Ty + RTln(P—b = —SN(T — Ty +
M
VPP’ — P) (Figure 7, left) (19)
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b

b P
—SXT — T,) + RT, ln(;
0

VR(P? = P

= —SNT — Ty +

(Figure 7, right) (20)

which can be rewritten

T—-T,
RT

b

— S S
PM = exp|( L)

eXP[—(Pp PS)]

(Figure 7, left) (21)

%
—(Pp PY)

o ofT— T
= exp| (S5 — D7 | [ exp
0

(Figure 7,right) (22)

These equations can be rewritten in a more convenient form as

P’ = K,(DP} Moo pr i

= K,(T)P,, exp ﬁ(P Py) (Figure 7, left)
(23)

v

RGN

P’ = KZ(T)P exp (Figure 7, right)

(24)

where K(T) = exp[(St. — SD)(T — To)/RT)] and Kx(T) = exp[(S&
— SP(T — To)/RTy)]. Given that the entropy of the gas phase
is larger than that of the liquid and that the entropy of the
confined liquid is smaller than that of the bulk (due to the
reduction of the number of configurations for a 2D system
compared to that for a 3D system), we can write S > Sp > Sp.
The latter inequalities combined with the fact that 7 < T, imply
that both K;(T) and K(T) < 1 in eqs 23 and 24 (i.e.,
independently of whether or not the in-pore coexistence line
crosses the bulk gas/liquid saturation curve). By differentiating
the coexistence conditions (eqs 23 and 24) with respect to PP
at fixed temperature, we obtain

K(T)P°, VP 1%
de = % e [_L(PP _ Pg)]de

*P|RT
(Figure 7, left) (25)

K,(T)P°V?
apt = 2L exp

P
AT, dp

ﬁ(PP — PP)
RT, 0

(Figure 7, right) (26)

We note that P® < P§, so that PP < P§ (see Figure 7), so that the
exponential terms in these equations will be less than 1. Also,
K(T) and K5(T) are both less than 1, and since VP is small,
(VEPY/RT) will be less than 1 (except for very high bulk
pressures). Thus, eqs 25 and 26 imply that a pressure change
for the bulk phase corresponds to a much larger pressure change
for the confined phase, dP®<dPP. This explains the strong
pressure dependence of the in-pore freezing temperature; a large
change in the in-pore freezing temperature with pressure can
be qualitatively explained if one considers the in-pore pressure
PP instead of the bulk external pressure P°. By making further
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Figure 8. Solid/liquid phase diagram (7*,xcys) for Ar/CH4 mixtures;
circles are for the bulk mixture, while triangles and squares are for
mixtures confined in a slit graphite pore with H = 2 at P* = 0.002
(~1 atm) and P* = 0.06 (~25 atm), respectively. Temperatures and
pressures are reduced with respect to ga, and €4, Open and closed
symbols denote the liquid and solid coexistence lines, respectively. The
lines between the symbols are provided as a guide to the eye. The data
for the bulk mixture are taken from our previous work.**

assumptions, Miyahara and co-workers?® showed that the large
shift in the in-pore freezing temperature with increasing pressure
can be quantitatively described using the exponential relation
between the bulk and in-pore pressure variations. We note that
the model described above neglects effects due to strong density
oscillations* in the confined fluid, and the tensorial nature of
the pressure in the pore,*’*8 replacing the latter by an effective
scalar pressure PP. Nevertheless, the model is able to predict,
qualitatively and semiquantitatively, the effect of pressure on
freezing of confined fluids.

C. Freezing of the Confined Mixture. Despite a few studies
of molten salts**" and colloidal mixtures,’' freezing of confined
mixtures has received considerably less attention than that of
pure fluids. In the present work, GCMC simulations were
performed at different pressures (P* = 0.002 and 0.06) to study
freezing of Ar/CH, mixtures confined in the slit graphite
nanopore with H* = 2. Each simulation run consisted of
simulations with parallel tempering between 16 replicas at
different temperatures 7* but the same pressure P*. In each
run, the chemical potentials ua,(7T,P) and ucus(7T,P) for each
replica in the parallel tempering were calculated so that the
confined mixture was in equilibrium with a bulk mixture having
the same molar composition, x2ys. These conditions for the
simulations correspond to the experimental process in which
the confined mixture is in equilibrium with a bulk mixture
having the same mole fraction. For each run, the in-pore freezing
temperature was determined following the analysis reported
above for pure fluids, from calculations of the orientational bond
order parameter ®¢ and the pair correlation functions g(r)
and Gg(r). For all molar compositions studied in this work, we
found that the CH4 mole fraction for the confined mixture is
always larger than that of the bulk mixture. As shown in
previous works,*>%>3 this result is due to the fact that CH, has
a stronger interaction with the pore wall than Ar. As found for
pure fluids, the average value of the 2D bond order parameter
for the confined layer sharply increases at the freezing temper-
ature (not shown). We also found that the in-pore CH, mole
fraction, xcp4, sharply increases or decreases at the freezing
temperature. Such an analysis provides a first set of crystal/
liquid coexistence conditions (T#,xEm4.xEw4)-

The solid/liquid phase diagrams of Ar/CH, mixtures confined
in the nanopore with H* = 2 is shown in Figure 8 for two
reduced pressures, P¥ = 0.002 and 0.06 (~1 and 25 atm,
respectively). We also report the phase diagram for the bulk
mixture, which was calculated using the Gibbs—Duhem integra-
tion technique in a previous work.> This bulk solid/liquid phase

Coasne et al.

TABLE 1: Azeotrope Composition x¢ys and Temperature
T* for Ar/CH, Mixtures Confined at P* = 0.002 and 0.06 in
a Slit Graphite Nanopore with H* = 2 along with the Bulk
Azeotrope Composition and Temperature (H = oo)*

P = 0.002 P* = 0.06 H=o
Xh 0.20—0.24 0.20—0.30 0.31
™ 115 1.28 0.64

“Due to the uncertainty in the location of the azeotrope for the
confined mixture, a range of mole fractions for xfy, is provided
instead of a single value. The uncertainty for the temperature is
+0.02.

diagram was obtained for P* = (0.002, but the latter depends
only weakly on pressure.**> For all pressures, the phase diagram
of the confined mixture is of the same type, that is, azeotropic,
as that for the bulk system, but the liquid and crystal coexistence
lines are located at higher temperatures. Again, the larger
freezing temperature for the confined mixture compared with
that of the bulk can be explained by the fact that the wall/fluid
interactions are stronger than the fluid/fluid interactions for both
Ar and CH,, that is, s, > 1 and ocpg > 1.2 As for pure argon
and methane, it is found that the shift in the freezing temperature
for the confined system depends strongly on the pressure. The
model proposed in the previous paragraph remains valid in the
case of mixtures and explains such a strong dependence of
the in-pore freezing temperature on pressure.

The azeotrope composition and temperature (T%,x8y4) for the
Ar/CH; mixture confined at P* = (0.002 and 0.06 in the
nanopore with H* = 2 is shown are Table 1. The location of
the azeotrope has been estimated from our simulation data as
follows; the crystal phase for xcyy < x8qy is richer in Ar than
that in the liquid phase, while the crystal phase for xcpq > X84
is richer in CH, than that in the liquid phase. This situation is
similar to that observed for the bulk, where freezing involves
an increase in xcys for mole fractions above the azeotrope
composition and a decrease in xcps for mole fractions below
the azeotrope composition. Due to the uncertainty in determining
X&us from our simulation data for the confined mixtures, it was
not possible to investigate accurately the dependence of the
azetrope location on the pressure. Nevertheless, for all pressures,
it can be seen that the azeotrope of the confined mixture is
always located at a CH, mole fraction lower than that of the
bulk mixture, x2gy(e0) = 0.31. A qualitative explanation for such
aresult is as follows. We know that an azeotrope appears when
the coexistence line that originates from pure component 2
(having the strongest fluid/fluid interaction and therefore the
highest freezing temperature; in this case, CH,) reaches tem-
peratures below the freezing temperature of component 1
(having the weakest fluid/fluid interaction and therefore the
lowest freezing temperature; in this case, Ar). It is observed
that the location of the azeotrope is shifted toward the
component having the weakest fluid/fluid interaction (component
1) if the freezing temperature of component 2 is increased. Given
that o is larger for methane than for argon, the increase in the
freezing temperature is larger for methane than that for argon.
As a result, the coexistence lines that originate from confined
pure methane reach the freezing temperature of confined pure
argon at a lower value of xcy4 than that of the bulk. Conse-
quently, the azeotrope for the confined mixture is shifted toward
the low xcps mole fractions with respect to the bulk. A deeper
discussion on this issue can be found in a previous work.*

IV. Conclusion

In this work, we report grand canonical Monte Carlo
simulations combined with the parallel tempering technique to
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study the freezing of argon, methane, and their mixtures confined
in a slit graphite nanopore with H* = 2. The freezing
temperature and structure of the confined systems are determined
by calculating bond order parameters, ®¢, and both positional
g(r) and bond orientational G(r) pair correlation functions. The
solid/liquid coexistence lines are located at higher temperatures
than those in the bulk, as expected for these systems for which
the wall/fluid interaction is stronger than the fluid/fluid interac-
tion. In the case of the mixture, the phase diagram for the
confined system is of the same type as that for the bulk
(azeotrope) at all pressures. It is also found that the freezing
temperatures for the confined fluids and mixture are much more
strongly affected by pressure than is the case for the bulk phase.
By calculating the isothermal compressibility of the confined
fluid, which is found to be smaller than that of the bulk fluid,
we show that such a strong effect of pressure is not expected
for confined systems based on compressibility considerations.
On the other hand, we show that the model originally proposed
by Miyahara et al.” is able to describe, at least in a qualitative
way, the significant shift in the in-pore freezing temperature
with increasing pressure. This model, which is based on the
pressure difference between the bulk and confined phases
(capillary effect), is extended in the present work in order to
describe any system for which an increase in the freezing
temperature is observed.
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