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Phenomena that occur only at high pressures in bulk phases are often observed in nanopores, suggest-
ing that the pressure in such confined phases is large. We develop two models to study the pressure
tensor of an argon nanophase confined in carbon micropores by molecular simulation, and show that
the in-pore tangential pressure is positive and on the order of 104 bar, while the normal pressure can
be positive or negative depending on pore width, with a magnitude of �103 bar at ambient bulk pres-
sure. We find that the in-pore tangential pressure is very sensitive to the bulk pressure, suggesting
that it should be possible to control the former over wide ranges in laboratory experiments. We also
report results for porous materials other than carbon, and show that the pressure enhancement is
smaller for pores with weakly attractive walls (e.g. silica and oxides), but larger for more strongly
attractive walls (e.g. mica).

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Phases confined in micropores and mesopores often exhibit
physical and chemical properties that are dramatically different
from those of the bulk phase [1]. Such confinement effects arise from
the reduced dimensionality and the strong interaction between the
confined phase and the porous material. These effects find numer-
ous applications, e.g. in the purification of water and air streams,
heterogeneous catalysis, drug delivery, sensors, energy storage, in
fabrication of nanomaterials such as nanowires, as insulators in
microcircuits and as electrodes for fuel cells and supercapacitors.

Phenomena that occur only at very high pressures (e.g.
�104 bar) in the bulk phase are often observed to occur in the con-
fined phase at pressures (the pressure of the bulk phase in equilib-
rium with the confined phase) of the order of 1 bar [2,3]. Examples
of such phenomena include high pressure chemical reactions, high
pressure solid phases, high pressure effects in solid–liquid equilib-
ria and effects on spectral properties. The well-studied nitric oxide
dimer reaction, 2NO� ðNOÞ2, provides an illustration of a high
pressure reaction that occurs in the porous material at low pres-
sure. In the bulk gas phase it has a very low yield with less than
1 mol% dimer at 300 K and 1 bar pressure, but in activated carbon
fibers (average pore width of 0.8 nm) the mole fraction of dimers is
99%, measured by magnetic susceptibility [4]. Fourier transform
infrared spectroscopy experiments on this reaction in single walled
ll rights reserved.

: +1 919 513 2470.
carbon nanotubes (1.35 nm in diameter) similarly show �100% di-
mers [5], and molecular simulation results [6] for NO dimerization
in slit-shaped carbon pores and carbon nanotubes agree with these
experiments qualitatively. A simple thermodynamic calculation
finds that a dimer mole fraction of 98–99 mol% would only be ob-
tained in the bulk phase at pressures between 12,000 and
15,000 bar at the experimental temperatures. In addition, phases
that occur only at high pressure in the bulk material are often ob-
served in nanopores [7–13]. Surface force apparatus experiments
have observed liquid–solid transitions of nanophases confined be-
tween mica surfaces for several substances at temperatures well
above their normal melting points, Tmp. For example, cyclohexane
[7–9] (Tmp = 279 K) freezes at 296 K (bulk phase freezes at
�440 bar at 296 K) and n-dodecane [10] (Tmp = 263.4 K) freezes
at 300 K (bulk phase freezes at �1860 bar at 300 K) when confined
between mica surfaces in the surface force apparatus. Molecular
simulations [13] for dodecane between mica surfaces are in agree-
ment with the experimental data. Neutron diffraction studies show
evidence of high pressure ice phases in carbon nanopores at ambi-
ent conditions [14]. Finally, we note that several experimental
small-angle X-ray scattering studies show significant effects of
the adsorption of a confined phase on the pore width and inter-
layer atomic spacing of the pore walls [11,12], indicating a strong
positive or negative pressure normal to the walls.

With the aim of providing fundamental understanding of these
apparently unconnected effects in confined nanophases, we report
a molecular simulation study of the pressure tensor for argon
within simple slit-pore models of nanoporous carbons and other
materials.
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Fig. 1. The simulation cells of (a) Model I and (b) Model II. The dark (green in color)
circles represent adsorbate argon molecules, and the light (blue in color) circles and
slabs represent carbon atoms and carbon structureless walls, respectively. Dashed
circles in (a) indicate the equilibrium position of carbons atoms. C atoms are shown
at reduced scale for clarity. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article).
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2. Simulation details

The effects of pore width H and bulk phase pressure Pbulk on the
density and pressure profiles were examined in two different slit
pore models at 87.3 K (the boiling point of argon). In Model I
(Fig. 1a), the slit pore is finite in length, and the pore walls are fully
atomistic and semi-flexible. The pore is symmetric about z = 0 and
formed by two opposing graphitic walls that lie parallel to the
xy-plane. Each of the two walls consists of three stacked layers of
graphene that are infinite along the x-axis, but finite along the y-axis
such that the pore is in direct physical contact with a bulk gas phase
at both ends. Since the pore is in contact with a bulk gas phase at
temperature Tbulk and pressure Pbulk, the conditions for thermody-
namic equilibrium between the bulk and confined phases are
Tbulk = Tpore and lbulk = lpore, where l is the chemical potential. In
addition, the condition of mechanical equilibrium requires that
the average momentum flux is zero and is r�P(r) = 0, where P is
the pressure tensor within the nanopore at some location r.

Semi-grand canonical Monte Carlo simulations at fixed volume V,
temperature T, chemical potential of the confined adsorbate la, and
number of wall atoms Nw, are used to first bring the system to ther-
modynamic equilibrium and subsequently to calculate average
properties of Model I. During the simulations, the planes of the out-
ermost graphene layers are kept fixed in space, but the two inner-
most graphene layers in each pore wall are permitted to move,
thus allowing the effect of the confined nanophase on pore width
and interlayer spacing to be studied. The overall dimensions of the sim-
ulation cell are Lx� Ly� Lz = Lx,wall� (3� Ly,wall)� (He + 5� d002,e),
where Lx,wall � Ly,wall = 3.408 � 6.8866 nm are the dimensions of

the graphene layers. Here He is the width of the pore when empty,
defined as the distance between the innermost graphene layers on
the opposing wall surfaces, when at their equilibrium positions.
The value for the graphene interlayer spacing when empty,
d002,e = 0.3395 nm, was obtained by running an initial simulation
of an empty pore. Carbon atoms in a given graphene layer are ar-
ranged on a hexagonal lattice, with a C–C bond length of 0.142 nm.
The individual carbon atoms in all of the graphene layers are also
permitted to move, and are connected to their lattice positions by
springs, with the value of the spring constant, ks = 18.1 N/m,
matched to the AIREBO potential of Stuart and coworkers for carbon
[15]. The argon–argon (ff) and carbon–carbon (ww) interactions are
modeled using truncated Lennard-Jones (LJ) potential, with widely
used LJ parameters rff = 0.3405 nm, rww = 0.34 nm, eff/kB = 120 K
and eww/kB = 28 K [16]. The interactions between argon–carbon
(fw) atoms are also modeled using the LJ potential, with parameters
calculated using the Lorentz–Berthelot combining rules. Inter-
atomic distances for the potential calculations are evaluated accord-
ing to the minimum image conventions, with periodic boundary
conditions applied to the simulation cell in the x-direction and
hard-wall boundaries imposed in the y- and z-directions. All interac-
tions are truncated using a cutoff distance rc = 5r and contributions
to the potential energy arising between carbon atoms on the same
graphene sheet are excluded from the calculations.

For comparison, we also studied a simpler model (Model II) con-
sisting of an infinitely long graphite slit pore with structureless and
rigid walls (Fig. 1b). The walls are at the lower and higher bound-
aries of the z-direction, and periodic boundary conditions are ap-
plied to x- and y-directions. The argon–carbon interactions are
modeled using Steele’s (10,4,3) potential:
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where efw and rfw are the argon–carbon LJ parameters,
qw = 114 nm�3 is the carbon atom density of the graphene wall,
Dw = 0.335 nm is the interlayer spacing between graphene sheets,
and z is the distance between the center of an argon molecule to
the wall plane [17]. The pore width H is defined as the distance
between the planes of the two walls, which are fixed in space.
For this model, we perform grand canonical Monte Carlo
simulations at fixed volume V, temperature T, and chemical
potential of the confined fluid l to first bring the system to
thermodynamic equilibrium, and to subsequently calculate the
average properties.

Pressure tensor calculations have been carried out for pore
widths H�e ¼ He=rff from 2.0 to 8.0 (0.68–2.72 nm), a typical range
of micropore and small mesopore widths found in materials such
as nanoporous carbons [18,19], at 87.3 K for a wide range of bulk
pressures. For a planar interface, the pressure tensor has only
two independent components, the tangential pressure,
Pxx = Pyy = PT, and the normal pressure, Pzz = PN. PT is dependent on
z and varies across the width of the pore, while PN is constant
and independent of z due to the mechanical equilibrium condition.
We adopt the Irving–Kirkwood (IK) definition of the pressure ten-
sor [20], in which a given pair interaction, /ðr12Þ, contributes to the
pressure across an element of surface if the line joining the centers
of molecules 1 and 2 crosses the surface element. The normal and
tangential pressures are then given by [21]:
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where kB is Boltzmann’s constant, q(z) is the number density of
molecules at position z and fab is the pair distribution function,
and summations are over adsorbate and wall species. The first
and second terms on the right-hand side of Eqs. (2) and (3) are
the kinetic and configurational contributions to the pressure,
respectively. While Eqs. (2) and (3) are exact expressions for the
IK pressure tensor at planar interfaces in systems where atoms
interact in a strictly pair-wise fashion, we note that only the first
moment of the pressure tensor profile is uniquely defined in statis-
tical mechanics [21]. Thus, other definitions of the pressure tensor
have been proposed [22]. However, in addition to being the most
intuitive definition, only the IK definition has been shown to yield
expressions for the pressure differences, surface tensions and Tol-
man length that are consistent with those obtained using micro-
scopic sum rules [23]. For more information these topics, we refer
readers to Refs. [21,24].

Eqs. (2) and (3) were numerically evaluated during the MC sim-
ulations following the procedure described in Ref. [25]. In both
models, we divide the pore width (z-direction) into slabs of
�0.01 nm in thickness and calculate the local pressure tensor com-
ponents for each slab (the pairwise potential contributes to the
pressure of the slab if the joining line of two particles crosses the
slab). For Model I, the calculations were restricted to an averaging
region (6 rff long in y-direction) far away from the pore–bulk inter-
face, as depicted in Fig. 1a. Within this averaging region, we as-
sumed that the pressure tensor components only vary with the
z-coordinate. For Model II, since periodic boundary conditions are
applied to the x and y directions, the pressure tensor in the xy-
plane is uniform and only depends on the z-coordinate.
3. Results and discussion

Fig. 2a shows the in-pore density and pressure profiles in Model
I for the reduced pore width H�e ¼ He=rff ¼ 3:0 (1.02 nm) at 87.3 K
and 1 bar bulk pressure. Fig. 2b and c, respectively, show the
Fig. 2. The density and pressure profiles at 87.3 K and 1 bar bulk pressure for different po
profiles for H�e ¼ 3:0; (b) density profiles for H�e ranging from 2.0 to 5.0; (c) tangential p
density and tangential pressure profile under the same condition
in a series of pores with reduced pore widths ranging from 2.0 to
5.0 in increments of 0.5.

The two peaks in the density profile indicate two layers of argon
molecules in the pore of H�e ¼ 3:0 (Fig. 2a), which is the well-
known layering effect in confined systems. Similar phenomena
are also observed for all reduced pore widths ranging from 2.0 to
5.0 (Fig. 2b). The local densities at the center of the layers in con-
tact with the pore wall are q� ¼ qr3

ff �6.0 to 8.0 in reduced units
for all of these pores (Fig. 2a and b). Simulation snapshots show
that the argon molecules in the contact layers are arranged as a
face-centered cubic (fcc) structure, the same as the solid phase of
bulk argon. We note that at 87.3 K the fcc crystal phase occurs only
at pressures higher than several hundred bars for bulk argon [26].
The tangential pressure is very high locally where the density is
also high. The maximum tangential pressure is over 15,000 bar at
the contact layer for most pore widths. Specifically, for the pore
of H�e ¼ 3:0, the tangential pressure is enhanced by a factor of
30,000. The normal pressure is also enhanced, although by a smal-
ler amount than the tangential component, and is negative in sign.
The normal pressure is enhanced by a factor of �1000. As required
by the condition for mechanical equilibrium, the normal pressure
is constant across the pore width. The density and pressure profiles
in Model II at 87.3 K and 1 bar bulk pressure are almost the same as
those in Model I.

The high local tangential pressures mainly arise from the strong
attraction between the wall atoms and argon molecules, which
forces the adsorbed argon molecules to be closely packed in the
direction parallel to the wall. To demonstrate this, we studied
the effects of fluid–wall attraction on the in-pore density and max-
imum tangential pressure (PT,peak) in Model I. The relative strength
of the fluid–wall and fluid–fluid interactions can be described by
the dimensionless parameter a ¼ qwDwr2

fwefw=eff (the parameters
have the same physical meaning as in Eq. (1), and qw and Dw are
calculated from the geometry of Model I). The walls with a > 1
can be regarded as ‘‘strongly attractive’’, while those with a < 1
re widths for Model I. (a) Density (right vertical axis) and pressure (left vertical axis)
ressure profiles for H�e ranging from 2.0 to 5.0.



Fig. 3. Effects of a on the in-pore average density (right vertical axis) and maximum
tangential and normal pressures (left vertical axis) in the pore of H�e ¼ 3:0 at 87.3 K
and 1 bar bulk pressure for Model I.

Fig. 5. Normal pressure (right vertical axis), and changes to the empty pore width
and graphene interlayer spacing d002 (left vertical axis) at 87.3 K and 1 bar bulk
pressure.
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are considered to be ‘‘weakly attractive’’ [3]. The average in-pore
density and maximum tangential pressure in the pore of H�e ¼ 3:0
are shown in Fig. 3 for different a values (the a values for silica,
graphene and mica materials are 1.26 [27], 2.14 and 2.43 [28],
respectively). As the relative strength of the fluid–wall interactions
increases, the in-pore density increases, indicating a more closely
packed confined argon phase in the xy-plane. The maximum tan-
gential pressure also increases rapidly with a. For LJ fluids, the
intermolecular force increases steeply when the separation dis-
tance between the two molecules decreases and becomes smaller
than their van der Waals diameters. Therefore, the results suggest
that the fluid–wall attraction determines the compression of the
confined phase parallel to the wall and thus results in the high
intermolecular forces and tangential pressures.

The effects of varying the bulk pressure in Model I and Model II
are shown in Fig. 4 for the pore of H�e ¼ 3:0 at 87.3 K. In both mod-
els, argon adsorption begins at Pbulk �10�5 bar, and at higher pres-
sures two jumps in the density and PT,peak occur. These jumps
correspond to phase transitions from a gas-like to a liquid-like
phase (at Pbulk �5 � 10�5 bar) and from a liquid-like to a fcc crystal
phase (at Pbulk �1 � 10�4 bar). After the transition to the fcc crystal
phase, the in-pore density and pressure increase continuously for
Model I (Fig. 4a), whereas there is an additional jump in the density
and PT,peak for Model II (Fig. 4b). The latter phenomenon probably
arises from the periodic boundary conditions in an infinite pore.
We examined the in-plane intermolecular distance of the confined
argon phase before and after the third jump for Model II, and found
that before the jump there was little change in the distance as the
bulk pressure increased. However, immediately after the jump, the
average neighbor distance decreases significantly. This is probably
because in an infinite pore, with fixed periodic boundary
Fig. 4. The average in-pore density (right vertical axis) and pressures (left vertical axis)
reduced pore width is H�e ¼ 3:0.
conditions, more argon cannot adsorb until the bulk pressure
(chemical potential) is large enough to squeeze an additional mol-
ecule in the adsorbed layer. In contrast, for a pore of finite length,
the in-pore molecular arrangement and intermolecular distance
can change gradually according to the bulk pressure, since mole-
cules can adsorb at the mouth and on the external surface of the
pore. In addition to the maximum value, the tangential pressure
averaged across the pore, PT;avg ¼

R H=2
�H=2 PTðzÞqðzÞdz=

R H=2
�H=2 qðzÞdz, is

also shown in Fig. 4. Both increase rapidly with Pbulk, following
the increase in density, whereas PN is only slightly affected. In both
models, the pressure enhancement, PT,peak/Pbulk, is as large as 7 or-
ders of magnitude at Pbulk �10�4 bar and 4 orders of magnitude at
Pbulk �1 bar.

The normal pressure is constant across the pore for a given pore
width, but oscillates in sign as the empty pore width, H�e, increases
(Fig. 5) due to oscillations in the average density of the adsorbate.
For example, for a pore width of H�e ¼ 3:0 only two layers of argon
can be accommodated, and further increases in H�e only increase
the distance between the two layers, which causes the average den-
sity and the normal pressure to decrease, and places the adsorbate
inside the pore in a state of tension. However, at H�e ¼ 3:4 the pore
becomes wide enough to accommodate the formation of an addi-
tional layer of argon, which results in a rapid increase in density
and compression of the fluid in the normal direction. The density
peaks at H�e ¼ 3:5 when this additional layer is completely filled,
and further increase in pore width leads to another increase in inter-
layer distance and decrease in density and normal pressure, until an-
other additional layer of argon can start to form. Such oscillations in
PN are well known and are observed in surface force measurements
[8,9] as well as in simulations and theoretical calculations [29].
Positive and negative values of the normal pressure, respectively,
of argon as a function of bulk pressure at 87.3 K in (a) Model I and (b) Model II. The
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result in an expansion or contraction of the pore in the direction nor-
mal to the wall, as illustrated in Fig. 5. For smaller pore widths,
changes in the pore width and interlayer spacing are approximately
in the range ±0.025 and ±0.005 nm, respectively. As the pore width
increases, these changes decay due to the decreased effects of the
pore wall and the consequent decrease of the normal pressure. The
magnitude of these changes, and of the normal pressures, are consis-
tent with the experimental value of Young’s modulus [30,31] for
graphite (in the direction normal to the basal plane), which is
E? ¼ PNðDd002=d002;eÞ = �36.5 Gpa, where Dd002 is the change in
the interlayer spacing of graphene sheets due to adsorption. Taking
0.002 as a typical value of the latter quantity (see Fig. 5) gives a PN

value of 2190 bar, in qualitative agreement with our results for the
normal pressure.

4. Conclusions

Our calculations show that very high tangential (of the order
104 bar or more) and normal (of order 103 bar or more) pressures
are expected in carbon micropores and small mesopores. These
high in-pore pressures unify a wide range of previously uncon-
nected phenomena, such as the observation of high pressure
phases and high pressure reactions in nanoporous materials, and
provide a connection between the behavior of confined phases
and the bulk phase at high pressure. Such a relationship could pro-
vide a useful guide to future experimental studies of high pressure
phenomena in nanoporous carbons. A further important finding is
that relatively small changes in the bulk pressure have a very large
effect on the in-pore pressure. This sensitivity to the bulk phase
pressure suggests that it should be possible to experimentally ob-
serve a range of high pressure phenomena by simply varying the
bulk pressure over a small range. This sensitivity to the bulk phase
pressure also provides an explanation of the large effect of bulk
pressure on the melting curve for confined phases that has been
observed in molecular simulations [32,33]. Finally, our results also
indicate that for materials with less strongly attractive walls (e.g.
silica and many oxides) the pressure enhancement effect is weaker,
although still large, while for more strongly attractive walls (e.g.
mica) we can expect even larger enhancements (Fig. 3).
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