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a Department of Chemical & Biomolecular Engineering, North Carolina State University, Raleigh, NC 27695-7905, USA
b Department of Chemical & Biomolecular Engineering, National University of Singapore, 4 Engineering Drive 4, Singapore 117576, Singapore
c Institute of Physics, Adam Mickiewicz University, Umultowska 85, 61-614 Poznan, Poland

a r t i c l e i n f o a b s t r a c t
Article history:
Received 24 January 2014
Accepted 28 January 2014
Available online 7 February 2014

Keywords:
Confinement effects
Adsorption
Phase change
Wetting
Pressure tensor
We consider a phase of nano-scale dimensions (the adsorbate) confined within a porous material, and in
thermal, chemical and mechanical equilibrium with a bulk phase of fixed temperature, pressure and com-
position. From a corresponding states analysis of the partition function for pores of simple geometry (e.g.,
slit- or cylinder-shaped) we show that the principal system variables for most cases are the pore shape
and width (expressed in terms of molecular diameters), H⁄, and a microscopic wetting parameter, aw, that
is a measure of the relative strength of the adsorbate-wall and adsorbate–adsorbate interactions. We
illustrate the utility of this model by considering experimental, theoretical and molecular simulation
results for adsorption, (vapor + liquid) condensation for pure fluids and mixtures, freezing, and pressures
for these confined nano-phases. The wetting parameter is shown to be of central importance, determin-
ing both the magnitude of the effects of confinement and also the qualitative behavior, for example,
whether the freezing temperature is raised or lowered upon confinement. These confinement effects
become larger as the pore width is reduced; reducing the pore width can also result in qualitative
changes, such as phase changes. For pores of slit- or cylinder-shape there are two independent pressures
within the pores, one acting normal to the pore walls and one (the tangential pressure) acting parallel to
the walls. Molecular simulation results show that these two pressures, which are of the order thousands
or tens of thousands of bars for small pores in equilibrium with a bulk phase at ambient pressure, differ
greatly in magnitude and in their response to changes in the system and state variables.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Fluid or solid phases of nano-scale dimensions, when in contact
with a solid surface or confined within a narrow pore, such as
occurs in a nano-porous solid (e.g., carbons and oxides of various
kinds), within a living cell, reverse micelle, or clathrate hydrate,
have thermodynamic properties that are often very different from
those of the macroscopic bulk material. These confinement effects
arise because of reduced dimensionality and strong interaction of
the molecules in the nano-phase with the confining walls. Exam-
ples of such effects are shifts in phase boundaries, the presence
of new surface-driven phases, heats of adsorption, enhanced pres-
sures, selective adsorption in the case of mixtures, and shifts in
chemical equilibrium for reactions. In addition to these effects on
thermodynamic properties, some familiar thermodynamic laws
and concepts can break down at the nano-scale. These include
Gibbs surface thermodynamics, including the concept of surface
tension (for sufficiently small nano-phases there is no well-defined
surface separating two bulk phases) and laws based on these con-
cepts that include Kelvin, Laplace, Young, Gibbs–Thomson and
similar equations. Similarly, the Second Law of Thermodynamics
breaks down at the nano-scale, due to the increasingly large fluctu-
ations that occur as system size is decreased. As noted by Maxwell
in his review of Tait’s book on thermodynamics [1]:
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Hence the Second Law of Thermodynamics is continually being vio-
lated and that to a considerable extent in any sufficiently small
group of molecules belonging to any real body.
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FIGURE 1. Equilibrium between a bulk phase and the pore phase.
In such nano-scale systems the Second Law is replaced by a
fluctuation theorem that applies to small systems for short periods
of time [2,3]. The fluctuation theorem leads to the Second Law in
the thermodynamic limit (N ?1, q = N/V = constant, where N
and V are the number of molecules and volume).

A further complication in nano-scale systems is that some
familiar properties may not be uniquely defined. Examples are
the volume and the pressure. In the case of a confined nano-phase,
we must make a choice of where to draw the system boundaries.
For example, we might define the boundary as the surface drawn
through the centers of the atoms on the wall’s surface (a suitable
choice for neutron scattering studies) or a surface that excludes
some dead volume near the walls (often used in adsorption stud-
ies). For properties such as volume and pressure, we must make
an operational definition [4].

Theory, including molecular simulation, and experiment have
different strengths and limitations, and are to a large extent
complementary in this area. Significant difficulties in experimen-
tal studies of confined nano-phases include measurement of the
composition and structure of the confined phase, long-lived
metastable states, preferential adsorption of trace components,
and measurement of many properties of the confined phase,
e.g., pressures. Difficulties in theoretical and simulation studies
include uncertainty about the detailed atomic structure of the
confining medium (e.g., pore morphology and topology in the case
of porous materials), and about the force fields involved.
Moreover, for large and flexible molecules or particles, such as
polymers, proteins and colloids, insufficient computer power
remains a limitation. This latter difficulty should be ameliorated
in the next few years, when Exo-flop and faster supercomputers
become available.

In this paper, we give an overview of the current state of knowl-
edge of some of the main confinement effects on the thermody-
namic behavior of nano-phases. In Section 2, we consider the
conditions of equilibrium for the confined phase, and the principal
variables that influence confinement effects. In Section 3, we dis-
cuss two examples of such effects: the effect of confinement on
phase changes within the pores, and on the in-pore pressures.

2. Thermodynamics of confined phases

2.1. Condition of phase equilibrium

We consider a porous material (or other confining medium)
that reaches equilibrium with a bulk phase, usually a gas or liquid,
as shown schematically in figure 1. At equilibrium, the conditions
are:

lbulk ¼ lconfined;

Tbulk ¼ Tconfined;

r � P ¼ �qðrÞrvðrÞ;
ð1Þ

where l is chemical potential, T is temperature, P is the pressure
tensor, and q(r) and v(r) are the number density and the external
field acting at point r. Subscripts bulk and confined indicate values
for the bulk and pore phases, respectively.

The first two of these equations are the familiar conditions of
thermodynamic equilibrium for bulk phases. We note that
although the density and pressure vary rapidly with the position
within the pore, the chemical potential is everywhere constant.
The third equation is the condition of mechanical, or hydrody-
namic equilibrium, and is the generalization to inhomogeneous
phases of the usual hydrodynamic condition for bulk homoge-
neous phases. It arises from the requirement that there be no
net momentum flow between the two phases at equilibrium
(see reference [4], Section 8.3). In the applications considered here,
there is no external field and so the hydrodynamic equilibrium
condition becomes:

r � P ¼ 0: ð2Þ

The pressure within the pore is a second-order tensor; thus Pab is
the force per unit area in the b-direction acting on an element of
surface pointing in the a-direction.

2.2. The principal independent variables; corresponding states analysis

For confined nano-phases, the number of system variables
considerably exceeds those of temperature, pressure, and compo-
sition for bulk phases. These additional variables include the com-
position and structure of the adsorbent material, the size and
shape of the pores, their morphology and topology, wall rough-
ness, etc. In view of this added complexity, it is instructive to con-
sider first a simple system in which the pores are of simple
geometry with smooth walls, while the adsorbate molecules can
be treated as effectively spherical as far as their intermolecular
interactions are concerned. We consider an adsorbate (a) that is
a pure substance confined in a slit-shaped pore of width H. There
are two kinds of intermolecular potential energies involved,
adsorbate–adsorbate, uaaðrÞ, and adsorbate-solid (s), uasðrÞ. For
the interaction of a single adsorbate molecule with the solid sur-
face, the structureless 10-4-3 potential of Steele [5,6] is often a
good approximation,

uasðzÞ ¼ 2pqsr2
aseasD

2
5

ras

z

� �10
� ras

z

� �4
� r4

as

3Dðzþ 0:61DÞ3

 !3
2
4

3
5:
ð3Þ

This expression is arrived at by integrating the pair interactions
between an adsorbate molecule located at distance z from the pore
wall over the positions of the atoms in the solid with which it
interacts, and assuming that the solid atoms are arranged in layers
separated by distance D, as in graphite. In this expression, qs is the
number of solid atoms per unit volume, and ras and eas are the
usual parameters of size and energy well depth in the intermolec-
ular pair potential energy, here taken to be the Lennard–Jones
(12,6) model. Thus the 10-4-3 model treats the wall as structure-
less. This model ignores corrugations in the surface and is generally
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a good approximation provided that the adsorbate molecules are
reasonably large compared to the spacing of the wall atoms, and
the temperature is not too low. For graphite surfaces, for example,
where the spacing of the carbon atoms is about 0.14 nm, and for
methane (raa � 0.37 nm) as the adsorbate, the use of the 10-4-3
model gives results that are indistinguishable from those for a fully
atomistic structured wall for temperatures down to about 80 K
[7,8]. Equation (3) gives the interaction energy of an adsorbate
molecule with one wall. The total potential energy due to both
walls is

ua;poreðzÞ ¼ uasðzÞ þ uasðH � zÞ: ð4Þ

The important dimensionless variables for such a simple porous
system can be identified by a corresponding states analysis. Since
the chemical potential is everywhere constant it is convenient to
use the grand canonical ensemble. The equilibrium condition
requires that the grand free energy, X ¼ A�

P
ilihNii ¼ �PV , where

A is the Helmholtz energy and hNii is the average number of mole-
cules of component i, be a minimum. The latter is given by:

X ¼ �kT ln N; ð5Þ

where N is the grand partition function, and is given, in the usual
semi-classical approximation, as

N ¼
X
NP0

eNl=kT

K3NN!

Z V

0
� � �
Z V

0
dr1dr2dr3 . . . ;drN

� exp½�Uðr1; r2; r3; . . . ; rNÞ=kT�; ð6Þ

where K ¼ ðh2
=2pmkTÞ

1=2
is the de Broglie wavelength, ri is the po-

sition of the center of molecule i and U is the total potential energy
of interaction, i.e. the sum of all of the uaa and uas terms,

Uðr1; r2; r3; . . . ; rNÞ ¼
X
i<j

X
j

uaaðrijÞ þ
X

i

uasðziÞ þ
X

i

uasðH � ziÞ:

ð7Þ

If uaaðrÞ ¼ eaaf ðr�Þ and uasðzÞ þ uasðH � zÞ ¼ qsr2
asDeasgðz�;H�; ras

raa
Þ,

where f and g are universal functions for the systems considered,
then

Uðr1; r2; r3; . . . ; rNÞ ¼ eaa

X
i<j

X
j

f ðr�ijÞ þ qsr2
aseasD

X
i

gðz�i ;H
�;ras=raaÞ;

ð8Þ

where r�ij ¼ rij=raa; rij ¼ jrj � rij and H� ¼ H=raa is reduced pore
width. Here raa and ras are parameters representing the molecular
diameter for the aa and as interactions, respectively. The second
term on the right in equation (8) is consistent with equations (3)
and (4). On substitution of equation (8) in (6), the grand partition
function can be written in terms of dimensionless variables as

N ¼
X
NP0

eNl�=T�

N!ðh�2=T�Þ
3N=2

Z V�

0
� � �
Z V�

0
dr�1dr�2dr�3 . . . ;dr�N

� exp � 1
T�

X
i<j

X
j

f ðr�ijÞ þ aw

X
i

gðz�i ;H
�;ras=raaÞ

 !" #
; ð9Þ

where l� ¼ l=eaa; T
� ¼ kT=eaa;V

� ¼ V=r3
aa, h� ¼ h=ð2pmeaar2

aaÞ
1=2
;

dr�i ¼ dri=r3
aa, and H� ¼ H=raa. The miscroscopic wetting parameter,

aw, is given by

aw ¼ qsr2
asDðeas=eaaÞ: ð10Þ

Examination of equation (9) and substitution into (5) shows that
the grand free energy is a function of 6 variables,

X ¼ Xðl�; T�;V�; aw;H
�;ras=raaÞ: ð11Þ

Since the chemical potential is constant, it is related to the bulk
phase variables via an equation of state, l� ¼ l�ðT�; P�bulkÞ. It is
therefore convenient to replace the chemical potential by the exper-
imental variable, bulk phase pressure, in equation (11),

X ¼ XðP�bulk; T
�;V�;aw;H

�;ras=raaÞ: ð12Þ

The reduced total volume, V⁄, appears in equation (12) because
the grand free energy is an extensive property. We shall be con-
cerned primarily with intensive properties, including the local den-
sities and compositions, local pressure, specific adsorption and
isosteric heats. For such properties, the volume is no longer a var-
iable and, for some point property, b, equation (12) becomes

b ¼ bðP�bulk; T
�;aw;H

�;ras=raaÞ: ð13Þ

The first two independent variables, P�bulk and T�, are the usual state
variables for the bulk phase that is in equilibrium with the confined
phase. The three new system variables, aw;H

�andras=raa, are needed
to describe the nano-scale confinement. In the limit H� ! 1 we
recover the bulk phase. Thus, as H� is decreased, we can expect
the effects of confinement to increase; qualitative behavior of the
confined phase can also occur due to changes in the pore width,
for example phase change from a gas-like to a liquid-like, or from
liquid-like to solid confined phase, as has been observed in surface
force apparatus experiments [9–11]. Provided that the adsorbate
molecules are relatively rigid, the diameters raa and ras are not very
different and the pore width comfortably exceeds the diameter of
the adsorbate molecules, the size ratio, ras=raa, is found to have
only a minor effect on the confined nano-phase [12], and in such
cases is sometimes neglected, so that equation (13) simplifies to

b ¼ bðP�bulk; T
�;aw;H

�Þ: ð14Þ

The microscopic wetting parameter aw is the ratio of the attrac-
tive interaction between an adsorbate molecule and the wall rela-
tive to that between two adsorbate molecules, and is thus a
measure of the degree to which the adsorbate wets the wall. For
adsorbates such as nitrogen or hydrocarbons on carbon walls, aw

is large and these adsorbates wet such walls easily; conversely,
for adsorbates such as water or mercury on carbon walls, for which
the adsorbate–adsorbate interactions are strongly attractive, aw is
small and only partial wetting, or non-wetting occurs. For macro-
scopic systems, the contact angle, hc, of a drop of liquid on the solid
surface is often used as a measure of wetting. It has been shown
that such contact angle measurements correlate closely with the
values of aw for surfaces such as graphite, silica and mica [13].
Thus, aw = 0 (complete non-wetting) corresponds to hc = 180�,
while large values of aw (wetting) correspond to small hc values.
As shown in what follows, aw greatly influences the qualitative
nature of confinement effects.

Equation (3), and hence the function b in equation (14), are
appropriate for slit-shaped pores. However, analogous adsorbate-
wall equations can be derived for pores of cylindrical or spherical
shapes [14]. For these pore geometries, equation (14) remains
unchanged, with the exception that H⁄ is replaced by R⁄ = R/raa,
where R is the pore radius. However, the functional dependence
of b on the dimensionless pore width and wetting parameter
shown on the right-hand side of equation (14) will differ for the
different geometries.

The analysis given here omits many other factors that can be
important for certain systems or properties, for example, non-
central intermolecular interactions, pore shape, geometric and
chemical ‘roughness’ of the pore walls, connectivity and tortuosity
of pores. Nevertheless, the principal variables considered here will
be important for all nano-confined systems, and this simple analy-
sis provides a useful framework for the discussion below. The
influence of additional factors will be discussed where needed.
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3. Properties of confined phases (examples)

3.1. Phase changes and adsorption

Confinement results in shifts in the bulk system phase bound-
aries of (gas + liquid), (liquid + solid), (gas + solid) and (solid +
solid) transitions in the case of pure substances, and (liquid +
liquid) and ‘(gas + gas)’ transitions for mixtures. In addition, new
surface- and confinement-driven phase changes can occur, includ-
ing layering transitions on atomically flat surfaces, hexatic phases
and new solid phases. Experimental methods for the study of such
phase changes include adsorption isotherm measurement, differ-
ential scanning calorimetry, dielectric relaxation spectroscopy,
positron annihilation and X-ray and neutron diffraction. The main
theoretical tools have been classical density functional theory and
molecular simulation, particularly grand canonical Monte Carlo
methods. In the case of experimental studies, because the porous
materials often have a range of pore sizes and some surface rough-
ness, the phase transitions are usually somewhat ‘blurred’,
whereas in theoretical studies the model materials can have
perfect pores of equal size and with smooth walls, so that sharp
transitions are then often seen. The effects of confinement on
phase transitions has been the subject of reviews [15–17].

For two-phase equilibrium in the pore we have one less degree
of freedom, so that for the reduced phase transition temperature,
T�tr , equation (14) becomes:

T�tr ¼ T�trðP
�
bulk;aw;H

�Þ: ð15Þ

In figure 2 is shown the pressure–temperature phase diagram
for carbon dioxide in Vycor glass, with average pore diameter of
approximately 4 nm, as determined by positron annihilation
[18,19]. The phase diagram for bulk CO2 is shown for comparison.
The (vapor + liquid) coexistence curve, PC, is seen to occur at a low-
er pressure than for the bulk material (capillary condensation),
while the (liquid + solid) curve, PF, lies at temperatures about
12 K lower than for the bulk. For pressures below about
0.26 MPa, only a single transition is seen, which is believed to be
the (solid + gas) sublimation. The results suggest that there is a
pore triple point, PT, that lies about 10 K and over 0.2 MPa below
the temperature and pressure of the bulk triple point, BT. We note
that the system CO2/Vycor has a relatively small value of aw, i.e.
FIGURE 2. The phase diagram for carbon dioxide in the bulk phase (solid lines and + sym
eye). Here B = bulk, P = pore, C = condensation, F = freezing, T = triple point. The pressure
phase. For this system, aw ¼ 1:5. Adapted from reference [18].
carbon dioxide only weakly wets the walls. As shown below, for
strongly wetting systems the behavior can be qualitatively differ-
ent, with increases in the melting temperature and bulk pressure
corresponding to (gas + liquid) equilibrium due to confinement,
i.e., the opposite of that shown in figure 2.

A subsequent X-ray diffraction study of the CO2/Vycor system
showed that at lower temperatures the confined solid had the
same crystal structure as the bulk solid, but with a slightly larger
lattice constant, with the solid in the pores being present as small
crystallites [20]. This study is unusual in that substantial regions of
the (gas + solid), (liquid + solid) and (vapor + liquid) were explored.
An interesting feature of the phase diagram in figure 2 is that the
freezing temperature of the confined nanophase is strongly af-
fected by the bulk pressure in the range 0.27 MPa up to about
0.6 MPa. This is in strong contrast to the freezing behavior in the
bulk phase, for which the freezing temperature is almost indepen-
dent of pressure. We comment on the reason for this difference in
Section 3.2.

3.1.1. The gas–liquid transition
(Vapor + liquid) condensation in pores, often referred to as

capillary condensation, has been studied extensively. Adsorption
isotherms for xenon in Vycor glass are shown in figure 3(a) as
determined by Everett and coworkers [21] for a range of tempera-
tures as a function of the fugacity, f, of the bulk gas. The Vycor used
has pores that are roughly cylindrical, and while tortuous and
interconnected the pore width is narrowly distributed, with a
mean width of about 5 nm. The adsorption isotherms exhibit a
low pressure region that is reversible (the curve is the same for
increasing and decreasing gas pressure) followed by a rapid in-
crease in adsorption over a narrow range of pressures. For temper-
atures of 242 K and below, this sharply rising region is
accompanied by a hysteresis loop, with the curve for increasing
pressure occurring at a higher bulk pressure than that for decreas-
ing pressure. These steeply rising adsorption regions correspond to
capillary condensation in the pores, and the hysteresis loop is a sig-
nature of such condensation in mesopores (pores with widths in
the range (2 to 50) nm). As temperature is increased, the capillary
condensation pressure increases and the hysteresis loops become
narrower, until they disappear at some hysteresis critical tempera-
ture. The hysteresis loops represent metastable states in general,
bols) and in Vycor glass (solid symbols and dashed lines; the latter are a guide to the
plotted on the vertical axis is that for the bulk phase in equilibrium with the pore



FIGURE 3. (a) Adsorption isotherms for Xe in Vycor glass, millimoles adsorbed per g of adsorbent vs. log of fugacity of Xe in the bulk gas phase. (b) Hysteresis phase diagram
of CO2/Vycor (aw ¼ 1:5), compared with the (gas + liquid) phase diagram for bulk CO2. Reproduced with permission from reference [21].
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and so the hysteresis critical temperature may not be the same as
the true (gas + liquid) critical temperature in the pore.

A hysteresis phase diagram can be constructed by plotting the
temperature vs. the number of moles adsorbed (or average density
in the pores) at the extreme ends of the hysteresis loops. Such a
diagram is shown in figure 3(b) for CO2 in Vycor, and superficially
resembles the equilibrium (vapor + liquid) phase diagram for the
bulk fluid, which is also shown for comparison. The hysteresis crit-
ical point is considerably lower than the bulk phase critical point,
as expected by simple mean field theory [22], which predicts
Tc ¼ cze=k, where c is a constant, z is the mean coordination num-
ber of an adsorbate molecule, and e is the interaction energy be-
tween neighboring adsorbate molecules; this lowering of the
critical point on confinement can be thought of as occurring due
to the reduced coordination number for the confined molecules.
The curve for the ‘gas-like’ phase in the pore occurs at much higher
densities than for the bulk phase diagram. This is because the con-
fined phase consists of one or several layers of CO2 adsorbed on the
walls at high density, with gas-like densities in the interior of the
pore; the total moles adsorbed is the sum of these high and low
density regions.

In principle, it is possible to calculate the grand free energy of
the system, and thus determine the true (vapor + liquid) equilib-
rium curve for the confined phase [23]. This can be done by making
use of the thermodynamic relationships

@X
@l

� �
T;V ;H

¼ �hNi; ð16Þ

@ðX=TÞ
@ð1=TÞ

� �
l;V ;H

¼ hUi � hNil; ð17Þ

where hNi and hUi are the average number of molecules and aver-
age energy (internal energy), respectively. To determine the grand
free energy a series of experiments over a range of temperatures
(at constant chemical potential, i.e. bulk pressure) and over a range
of chemical potentials (bulk pressures) at constant temperature
would be required, connecting the state condition of interest to
one where the grand free energy is independently known. The latter
is usually the ideal gas state. Such a procedure would be very
laborious, and as far as we know has not been attempted in
experiments. However, it has been carried out in molecular simula-
tion studies (e.g., [23]).

Numerous studies have been made of phase coexistence in
model pores, using either molecular simulation (usually grand
canonical Monte Carlo) or classical density functional theory
(DFT). Results from DFT calculations for an adsorbate modeled as
methane in slit-shaped graphitic pores are shown in figure 4
[24]. (Vapor + liquid) coexistence (capillary condensation) curves
are shown for three pore widths. Also shown are coexistence
curves for two layering transitions which are observed in the larger
pores. Layering transitions can occur on atomically flat walls for
lower temperatures, and consist of a first order transition from a
partially formed adsorbed layer to a fully occupied layer. This ap-
pears as a sudden step in the adsorption isotherm. A succession
of layering transitions to form the first, second, third, etc. layers
is possible, each with its own coexistence curve and critical point.
Such transitions have been observed in both experiments and
simulations for smooth surfaces such as graphite [15]. Surface
roughness, however, breaks up the layers and such transitions then
do not usually occur.

In the examples given so far, the wetting parameter aw is great-
er than unity, indicating that the confined phase wets the walls; in
such cases condensation in the pores occurs at pressures well
below the bulk vapor pressure (capillary condensation). For non-
wetting systems having much smaller aw values, it is possible to
observe capillary evaporation, i.e. condensation occurring at pres-
sures above the normal vapor pressure. Examples include water
(aw � 0.5) or liquid mercury (aw � 0.1) on carbon surfaces.

While the results shown in figure 4 are for slit-shaped pores (a
simple model for many porous carbons), porous silicas and oxides,
as well as some carbons have pores that are approximately cylin-
drical. Adsorbates in cylindrical pores exhibit two main differences
from their behavior in slit pores. First, the adsorbate is confined in
two dimensions in the case of cylinders, rather than one as in slit
pores, and so the confinement effects are larger. Thus, for a given
pore width and material, capillary condensation occurs at lower
pressures in cylindrical pores. Second, for narrow cylinders the sys-
tem approaches a one dimensional limit, and so cannot show true
phase transitions at temperatures above 0 K. As a result, first order
phase transitions in cylindrical pores are rounded due to finite size
effects [25]. However, except for extremely narrow pores this



FIGURE 4. Equilibrium phase coexistence envelopes for a system modeled on methane in slit-shaped graphitic pores (aw ¼ 2:16), as calculated by DFT. Here P is bulk phase
pressure, Po is vapor pressure of methane, and q�0p ¼ q0pr3

aa where q0p is the number density in the pore excluding the dead space near the walls. Dashed curves are a rough
estimate of the pore critical region. Numbers on the tie lines are the reduced temperature, T⁄. Reproduced with permission from reference [24].
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effect has been found to be small. Thus for pores of radius R/r � 2.5
capillary condensation transitions appear sharp in both molecular
simulations and DFT calculations [26,27].

3.1.2. The liquid–solid transition
For a nano-scale liquid drop or solid nanoparticle the melting

temperature, Tm, is lowered relative to that for the bulk material,
because molecules near the surface have a lower coordination
number than in the bulk. Early experiments also showed a de-
crease in the melting temperature on confinement in porous solids,
and it was widely assumed that such a depression would always
occur for confined nano-phases. However, these early experiments
were for silica and oxide materials, for which the wetting parame-
ter is rather small, aw � 0.5–1.2. More recent experiments and sim-
ulations on carbons and mica materials, for which the wetting
parameter can be considerably larger, e.g. aw � 2.0–2.5, show a sig-
nificant increase in the melting temperature. The situation for a
confined nano-phase is quite different from that for a drop or
nanoparticle, since there can be strong interactions between adsor-
bate molecules near the wall and the wall itself. The magnitude of
these shifts in the melting temperature depends on the pore width,
H⁄, usually becoming larger as H⁄ decreases.

The first experiments to suggest an increase in Tm on confine-
ment were made using the surface force apparatus (SFA), in which
the nanophase is confined between two atomically smooth mica
surfaces [28,29]. The pore is essentially slit-shaped and the pore
width H can be finely controlled; both the normal and shear (on
sliding one mica surface relative to the other) forces due to the
confined nano-phase can be measured. Such studies performed
by Klein and Kumacheva [10] for the globular molecules octa-
methylcyclotetrasiloxane (OMCTS, raa � 0.9 nm) and cyclohexane
(raa � 0.55 nm) at room temperature showed strong support for
a liquid ? solid transition as the pore width was decreased. For
OMCTS this transition occurred as pore width was reduced from
7! 6 molecular layers, while for cyclohexane the transition
occurred as width was reduced from 8! 7 layers [10,30]. The
transitions were reversible, the liquid-like phase being recovered
on increasing the pore width. Similar transitions on decreasing H
have been observed for toluene [10] and n-alkanes [29,31] using
the SFA. Molecular simulation results for some of these systems,
particularly by Cummings and coworkers [11,32,33], are in
agreement with these experiments, and show a first order
liquid ? solid transition as the pore width is decreased. Although
these simulations include recent free energy calculations [33] con-
firming the first-order transition, there remains some controversy
[34], with some workers [35,36] arguing that the transition is
second-order.

Numerous experimental and simulation studies have been re-
ported, and these have been reviewed up to 2005 [16]. These,
and more recent studies [37–43], show both an increase and a
reduction in the normal melting point on confinement, the sign
of the shift depending on the system and in particular on the value
of aw. A selection of recent experimental results are shown in fig-
ure 5, obtained by differential scanning calorimetry and dielectric
relaxation spectroscopy, by Śliwinska-Bartkowiak and coworkers.
These results show clearly the important role of both the pore
width and wetting parameter. As the pore width H decreases the
shift in the melting temperature increases, while the value of the
wetting parameter aw determines the sign of the shift, as well as
its magnitude. For sufficiently large pores the shift in the melting
temperature is linearly related to the inverse pore width according
to the Gibbs–Thomson equation of thermodynamics:

DTm ¼ Tm;pore � Tm;bulk ¼ �2
ðcws � cwf Þm

Hkm;bulk
; ð18Þ

where cws and cwf are the wall–solid and wall–fluid surface tensions
(here solid refers to the solid phase of the adsorbate), m is the molar
volume of the liquid phase, and km,bulk is the bulk latent heat of
melting. As seen from figure 5 this equation fails for pores much
smaller than 10 nm in width for the systems considered. Such
breakdown for narrow pores is expected, since the equation rests
on macroscopic concepts such as surface tension (implying a
well-defined interface between two bulk-like phases) and fails to
account for the inhomogeneity of the confined phase.

Molecular simulation studies of the melting/freezing transition
in nanpores show results similar to those in figure 5. In the simu-
lations, it is possible to determine the structure of the confined
phase, both directly by observing the atomic and molecular posi-
tions and configurations, and through the calculation of molecular
correlation functions and structural order parameters. The Landau
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pore of width H⁄ = 2 at T⁄ = 1.20 (fcc crystalline phase, black lines) and T⁄ = 1.58
(liquid-like phase, gray lines). This narrow pore contains only one adsorbed layer of
methane. Adapted from reference [39].
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theory of phase transitions [44–46], in which the Landau free
energy K(U) is characterized by one or more order parameters
U, is a convenient framework for use in theory and simulation
studies of phase changes and stability in nano-confined phases,
particularly if solid phases are present. It was first used to study
solid–fluid transitions by van Duijneveldt and Frenkel [47]. The
order parameters U are chosen so that they take on distinctly dif-
ferent values for different phases of the system. In the simulation,
the probability density, P(U), of observing order parameter values
between U and U + dU is calculated. The Landau free energy is
then given (within a constant) by:

KðUÞ ¼ �kT ln½PðUÞ�; ð19Þ

and the grand free energy, X, is given by

X ¼ �kT ln
Z

dU exp � 1
kT

KðUÞ
� �

: ð20Þ

For simple quasi-spherical molecules, the two dimensional or-
der parameter, Uj, introduced by Mermin [48] is appropriate for
the study of the fluid–solid transition for an adsorbed layer j,

UjðrÞ ¼
1

Nb

XNb

k¼1

expði6hkÞ; ð21Þ

where hk are the imaginary bond angles between the molecule and
it’s nearest neighbors and the index k runs over the total number,
Nb, of nearest neighbor bonds. The overall order parameter, U, is
an average of the order over all adsorbed layers, U ¼

P
jjUjj=Nlayers,

and takes the value 0 when all the layers have the structure of a
two-dimensional liquid and the value 1 for a two-dimensional face
centered cubic solid phase, while other phases have intermediate
values of U.

It is usually sufficient to calculate for each adsorbed layer, j, the
radial distribution function, gjðrÞ, giving the relative probability of
finding two adsorbate molecules separated by distance r, and the
bond orientational pair correlation function G6;jðrÞ given by

G6;jðrÞ ¼ hU�j ð0ÞUjðrÞi: ð22Þ

Typical results of this kind are shown in figure 6 for a Lennard–
Jones model of methane in a slit-shaped carbon pore at two tem-
peratures [39]. At the lower temperature the confined nanophase
shows typical crystalline behavior, with long-ranged bond orienta-
tional order and positional order correlations, whereas at the high-
er temperature there is no long range orientational or positional
order.

In addition to liquid-like and crystalline confined nanophases,
under suitable conditions it is possible to observe surface-driven
‘contact layer’ phases, in which the layer of molecules in contact
with the wall has a different structure from those in the interior
of the pore. These contact layer phases are most easily observed
in molecular simulations, where the pore walls can be atomically
smooth, but there is also experimental evidence for their existence.
In studies of a Lennard–Jones (LJ) model of methane in slit-shaped
pores [12,49] it was found that for aw < �0.48 the adsorbate-wall
interaction was too weak to induce strong layering of the adsor-
bate, and only liquid-like and crystalline phases were observed
(contact layer phases, when present, were metastable), but that



FIGURE 7. Two-dimensional in-plane radial distribution functions in the molecular layers for LJ methane in a slit pore: (a) weakly attractive pore walls, aw = 0.68, T = 86 K; (b)
strongly attractive pore, aw = 2.14, T = 123 K. The curves for the various layers have been shifted upwards by one unit to aid in clarity. Reproduced with permission from
reference [49].
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for somewhat larger values of aw (e.g. aw = 0.68) there was a range
of temperatures over which a contact layer phase was observed in
which the adsorbed layer in contact with the wall was liquid-like
while the inner adsorbed layers were crystalline (see figure 7(a)).
In such cases, the contact layer freezes at a lower temperature than
the inner layers. For more strongly attractive walls, e.g. aw = 2.14
(the value for LJ argon on a graphite wall), the reverse situation
is observed, the contact layer being crystalline while the inner
adsorbed layers are liquid-like (see figure 7(b)). In this case the
contact layer freezes at a higher temperature than the inner layers.
There is considerable experimental evidence for such contact layer
phases, for the contact liquid layer phase in silica pores [50–52]
and for the contact crystal phase in carbon pores [53].

Landau free energy calculations in grand canonical Monte Carlo
simulations can be used to calculate phase diagrams for confined
systems. An example [12] is shown in figure 8, which shows the
shift in freezing temperature in a slit pore of width H⁄ = 7.5, the
adsorbate being composed of spherical Lennard–Jones molecules,
and the bulk pressure being fixed at one atmosphere. Phase transi-
tion points were determined from the grand free energies [46], as
given by equation (20), which when plotted vs. temperature
showed various crossing points for the curves for the different
phases. In addition to crystalline (C) and liquid-like (L) phases,
three distinct contact layer phases were observed, depending on
the range of wetting parameter values considered – a contact-li-
quid phase at small to moderate aw, and both a contact-crystal
and a contact-hexatic phase at higher aw. While these contact layer
phases are distinctly seen as resulting from first-order transitions
in the molecular simulations, using model pores with atomically
smooth walls, they prove more elusive in experimental studies,
probably because wall roughness and defects tends to disturb the
adsorbed contact layers.



FIGURE 8. Global freezing diagram for a Lennard–Jones adsorbate in a slit pore of
width H⁄ = 7.5 with the Steele 10-4-3 adsorbate-wall potential, for a bulk pressure
of 1 atmosphere. The closed symbols are results of GCMC simulations in which the
Landau free energy, and hence the grand free energy is calculated; lines through
these points are two-phase lines where the phases shown are in equilibrium, and
are a guide to the eye. The dash–dot–dot–dot horizontal line gives the value that
the freezing temperature in the pore would have if no shift occurs, and is included
for reference. Five different phases are observed: face-centered cubic crystal (C),
liquid (L), contact-liquid (CL), contact-hexatic (CH) and contact-crystal (CC). The
open circle is the experimental surface force apparatus result of Klein and
Kumacheva [10] for cyclohexane in a mica slit pore of this width. Reproduced with
permission from reference [12].

FIGURE 9. Effect of (a) temperature, (b) pore width and (c) bulk gas density on the
selectivity for trace component 2 at infinite dilution for a LJ mixture modeled on
methane (1)/propane (2) in a carbon slit pore of width H⁄ = 5. In figure (a) the bulk
density is q�b ¼ 10�4, while in figure (b) the density is q�b ¼ 10�4 for the dashed
curve and q�b ¼ 10�1 for the solid curve. In figures (b) and (c) the temperature is
300 K. Adapted from reference [63].
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The simulation results discussed so far have been for slit-
shaped pores. For cylindrical pores, having confinement in two
dimensions rather than one, the freezing temperature is generally
lower than for slit pores of the same width [51,54–60]. Both exper-
iments and simulations (involving free energy calculations) sug-
gest that for pore diameters smaller than 20raa only partial
crystallization occurs, and for even smaller pores the confined solid
phase may be amorphous.

3.1.3. Mixtures
It is straightforward to extend the corresponding states analysis

of Section 2.2 to a mixture of components 1,2,3, . . .,m. Equation
(14) for some intensive property, b, becomes

b ¼ bðP�bulk; T
�; x1;bulk; x2;bulk . . . ; xm�1;bulk; H�;aw1;aw2 . . . ;awm;

raa2=raa1;raa3=raa1; . . . ;raam=raa1Þ; ð23Þ

where it is implicitly assumed that unlike-pair adsorbate–adsorbate
interaction parameters, rij and eij, are related to the like-pair param-
eters through some combining rule. We shall consider binary mix-
tures of components 1 and 2, for which equation (23) becomes

b ¼ bðP�bulk; T
�; x1;bulk; H�;aw1;aw2;raa2=raa1Þ: ð24Þ

There is thus one new state variable, the bulk mole fraction of
component 1, and two new system variables, the wetting parameter
for component 2 and the size ratio for the two adsorbate molecules.

In the case of mixtures, the important new feature is the differ-
ence in composition between the bulk and confined phases, and
the consequent effect on phase equilibria. For a particular mixture
component, i, this difference can be expressed as the partition coef-
ficient between the two phases,

Ki ¼
Ci;pore

Ci;bulk
¼

�xi;poreCpore

xi;bulkCbulk
; ð25Þ

where Ci,pore and Ci,bulk are the overall mole concentrations of
component i in the pore and bulk phases, respectively, Cpore and
Cbulk are the total mole concentrations in the two phases, and
�xi;pore and xi;bulk are the overall mole fraction of i in the pore and bulk
phases. Within the pores the local mole fraction, xi,pore(r), will vary
strongly with position r, and �xi;pore is the average of xi,pore(r) over the
pore volume. The extent to which the porous material favors
the adsorption of component i over a component j is described by
the selectivity Sij,
Sij ¼
ð�xi;pore=�xj;poreÞ
ðxi;bulk=xj;bulkÞ

¼ Ki

Kj
; ð26Þ

and is of particular relevance for mixture separations based on
adsorption. In addition to these changes of composition within
the pore, phase equilibria for the mixture can be affected. For exam-
ple, ethanol and water are miscible at all concentrations in the bulk
liquid at ambient temperature, but experimental studies suggest
that two immiscible liquid phases may form in nanopores [61].
For other systems with two immiscible bulk liquid phases the mix-
ture may be fully miscible at all concentrations in the pore [62].

The selectivity depends strongly on temperature, pore width,
and the difference between the potential well depths for the inter-
action with the wall for the two adsorbate components. Jiang et al.
[63] used Kierlik–Rosinberg [64] non-local density functional the-
ory to carry out a systematic study of the selectivity for a trace
component, 2, in a Lennard–Jones methane solvent adsorbed into
graphite slit pores of various widths. The fluid-wall potential was
taken to be Steele’s 10-4-3 model, equation (3). They calculated
the selectivity at infinite dilution of the trace component (2), S121,
and examined the influence of varying the temperature, bulk pres-
sure, pore width and intermolecular potential parameters for the
trace component for a range of values that embrace the main
constituents of natural gas. Low temperatures (below the critical



FIGURE 10. (Liquid + liquid) coexistence curves for mixtures of nitrobenzene with n-hexane confined within controlled pore glasses with pores of mean diameter (100 and
7.5) nm, compared with the bulk phase diagram. Reproduced with permission from reference [15].

FIGURE 11. (Liquid + liquid) phase diagrams for a Lennard–Jones mixture at
reduced pressure P⁄ = 0.1, with potential parameters e11 = e22 = e,
r11 = r12 = r22 = r; e12 = 0.8(e11e22)1/2; eas1/eas2 = 1.2, showing the bulk phase
diagram (solid line) and the phase diagram for the mixture confined in slit-shaped
carbon pores of width H⁄ = 10 (dotted-dashed line) and H⁄ = 20.56 (dashed line).
Reproduced with permission from reference [68].
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temperature of the trace component), small pore widths and large
potential well depth ratios ea2s=ea1s all favored high selectivities.

Some typical results from this work are shown in figure 9. The
selectivity values are large for this system, particularly at low tem-
peratures, because of the relatively large difference in the adsor-
bate–adsorbate potential well depths for the two components.
The selectivity decreases with temperature as kinetic energy
increases, as expected. For low bulk densities, the selectivity in-
creases smoothly as the pore width is reduced, reaching a maxi-
mum at a pore width that can comfortably accommodate a single
layer of propane molecules. For smaller pore widths the pore
becomes too narrow for the propane molecules to enter, and selec-
tivity falls off steeply. For higher bulk densities, the selectivity
oscillates with pore width for pore widths below H⁄ � 6 due to
packing effects, which cause oscillations in the average density in
the pore as H⁄ decreases. Figure 9(c) exhibits an interesting maxi-
mum in selectivity at a bulk density q�b of 1.2 � 10�2. For lower
densities, as density increases propane is preferentially adsorbed,
leading to an increase in selectivity, but for densities above
1.2 � 10�2 methane molecules start to replace propane and the
selectivity falls. The density functional theory calculations shown
in figure 9 agree well with Monte Carlo simulations [65] showing
the same trends with bulk pressure, pore width, temperature and
bulk phase mole fraction.

(Liquid + liquid) separation in pores has been the subject of con-
siderable study [15,66–73] by both experiment and theory. In most
cases reported, the composition range over which immiscibility
occurs is reduced by the confinement, and the critical temperature
is lowered. An example of such behavior is shown in figure 10 for
mixtures of nitrobenzene (aw = 0.78) and n-hexane (aw = 1.34) in
two controlled pore glasses, having mean pore diameters of (100
and 7.5) nm. The results suggest that the coexistence curve for
the confined fluid shifts towards the side of the component with
the larger value of aw, n-hexane in this case. The results were ob-
tained from non-linear dielectric effect measurements, and also
from light transmission measurements, by Śliwinska-Bartkowiak
and coworkers [15,68] and show the lowering of the consolute
point and the reduction of the immiscibility region in the pores.

Density functional theory and molecular simulation calcula-
tions for Lennard–Jones mixtures with parameters chosen to
produce (liquid + liquid) separation give qualitatively similar
results to the experiments [68,69]. Examples of results from DFT
calculations are shown in figures 11 and 12. In this system, the
adsorbate-solid attraction is greater for component 1 than for com-
ponent 2, and this leads to a shift of the (liquid + liquid) coexis-
tence curve to the left in the diagram, that is to the 1-rich phase
side. This in turn leads to a reduced solubility of component 2 in
the 1-rich phase (by a factor of about 2 in the pore of width
H⁄ = 10), and an increase of the solubility of 1 in the 2-rich phase
(figure 12).

Several experimental and molecular simulation studies have
been reported on the effect of confinement on the (solid + liquid)
transition in binary mixtures [74,11,75–80]. Two examples of
experimental results obtained by dielectric relaxation spectros-
copy and differential scanning calorimetry are shown in figure
13. The system shown in figure 13(a) exhibits an azeotrope in
the bulk phase at a mole fraction x(C6H12) = 0.23. When confined
within the roughly slit-shaped pores of activated carbon fiber, with
mean pore width of H = 1.2 nm, the (solid + liquid) coexistence re-
gion is shifted to higher temperatures and the azeotrope shifts to
the cyclohexane-rich side with x(C6H12) = 0.75. The behavior for
the confined system can be qualitatively understood as arising
from the different values of the wetting parameter for the two



FIGURE 12. The effect of confinement on the solubility of the dilute component for
the system of figure 11: (a) solubility of component 2 in the 1-rich phase; (b)
solubility of component 1 in the 2-rich phase. Key as in figure 11. Reproduced with
permission from reference [68].
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components on carbon [78] aw = 1.93 for CCl4 and aw = 1.76 for
C6H12. These large values of aw lead to the increase in the melting
temperature for the mixture, and this increase is larger for CCl4

than for C6H12, as expected (see figure 5). The azeotrope composi-
tion shifts towards the component having the smaller value of aw,
cyclohexane. It has been proposed [78] that such a shift in the
azeotrope results from the larger increase in the melting tempera-
ture for the component having the larger value of aw, carbon tetra-
chloride in this case. The mixture in figure 13(b), bromobenzene/
carbon tetrachloride, exhibits a eutectic point at x(C6H5Br) = 0.48
for the bulk mixture. When confined within silica controlled pore
t/ 
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FIGURE 13. Experimental results showing the result of confinement on (solid + liquid) p
phase pressure of 1 atm., showing the phase diagram for the bulk mixture (circles) an
H = 1.2 nm. Open and closed symbols denote the liquid and solid coexistence lines, respec
the results for the bulk mixture, triangles are for the mixture confined within a silica cont
are provided as a guide for the eye from references [78,79].
glass, with mean pore width of H = 7.5 nm, the melting tempera-
ture is lowered relative to that in the bulk phase, and the eutectic
composition shifts to x(C6H5Br) = 0.70. The lowering of the melting
temperature is expected in view of the smaller values of the wet-
ting parameter on silica surfaces for the two components (aw � 1
for both carbon tetrachloride and bromobenzene on silica [49]).
Molecular simulation studies of the shift in the (liquid + solid)
equilibrium due to confinement are in qualitative agreement with
the experimental findings.
3.2. Pressure enhancement in pores

As noted in Section 2.1, due to the highly non-uniform nature of
the confined nano-phase, the pressure P is a second-order tensor,
having components Pab, b being the direction of the force and a
the normal direction of the surface it acts upon. Provided that
the system is not under stress the off-diagonal elements of P are
zero, so that in Cartesian coordinates:

P ¼
Pxx 0 0
0 Pyy 0
0 0 Pzz

0
B@

1
CA: ð27Þ

For the slit-shaped pore as shown in figure 1, with z being
normal to the pore walls, we will have two pressures, that normal
to the pore walls, PN, and another parallel to the walls, PT. Thus
Pzz = PN, the normal pressure, and Pxx = Pyy = PT, the tangential
pressure (we note that Pxx = Pyy by symmetry). The condition of
mechanical equilibrium, equation (2), for a slit pore becomes:

@PT

@x

� �
¼ 0;

@PT

@y

� �
¼ 0;

@PN

@z

� �
¼ 0: ð28Þ

Thus the tangential pressure is independent of the values of x
and y (but does depend on the distance, z, from the wall). The nor-
mal pressure is also independent of x and y, but in addition it is
independent of the distance, z, from the wall. Thus for a given
slit-shaped pore PN is a constant everywhere in the pore space.
For pores of cylindrical or spherical geometry the normal pressure
does depend on the distance from the wall [81], and for cylindrical
pores there are two tangential pressures, one in the direction par-
allel to the cylinder axis, and one in the direction of the azimuthal
angle, /.
hase diagrams for binary mixtures. (a) carbon tetrachloride/cyclohexane at a bulk
d for the mixture confined within activated carbon fibers with mean pore width
tively. (b) Bromobenzene/carbon tetrachloride at 1 atm bulk pressure; squares show
rolled pore glass having a mean pore width of H = 7.5 nm. Lines connecting symbols



FIGURE 14. The normal pressure as a function of pore width for Lennard–Jones
models of argon at T = 87.3 K and 0.1 MPa bulk pressure, and carbon tetrachloride at
T = 300 K and 0.1 MPa bulk pressure, in slit-shaped carbon pores. The single
experimental point [87] for CCl4 was obtained from X-ray diffraction measurements
on activated carbon fibers having a mean pore width of 1.4 nm.

FIGURE 15. Normal pressure as a function of aw for various pore widths for LJ argon
at T = 87.3 K and 0.1 MPa bulk pressure.
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At present, we do not have a method to measure the tangential
pressure experimentally. The normal pressure can be measured for
some systems by using the surface force apparatus or atomic force
microscope. Alternatively, it may be possible to estimate the nor-
mal pressure from changes to the solid structure of the adsorbent
due to the adsorption of the confined nano-phase. Such changes
may be observable from X-ray or neutron diffraction, and if the
Young’s modulus of the material is known the normal pressure act-
ing on the pore walls can be estimated.

Despite the difficulty in measuring the pressures directly, there
is much experimental evidence to suggest that the in-pore pres-
sures can be very high. Examples include high pressure chemical
reactions, high pressure solid phases, and high pressure effects in
(solid + liquid) equilibria. We mention two such examples. The
dimerization of nitric oxide, 2NO� ðNOÞ2, is well-studied and is
an example of a high pressure reaction that occurs in porous car-
bons at low bulk phase pressure. In activated carbon fibers (with
an average pore width of 0.8 nm), the mole fraction of dimers is
found to be 99% at T = 300 K and 0.1 MPa bulk pressure, as mea-
sured by magnetic susceptibility [82], while in the bulk gas phase
at the same conditions the corresponding yield is less than 1 mol%
dimer. Fourier transform infrared spectroscopy experiments [83]
on this reaction in single-walled carbon nanotubes (1.35 nm in
diameter) at somewhat lower temperatures similarly indicated
�100 mol% conversion to dimers. A simple thermodynamic calcu-
lation suggests that a bulk phase pressure above 1200 MPa is
required to achieve a dimer conversion of (98 to 99) mole% at these
temperatures in the bulk phase. In addition, phases that occur only
at high pressure in the bulk material are often observed in nanop-
ores. Thus, high-resolution transmission electron microscopy and
synchrotron X-ray diffraction experiments [84] provided evidence
that KI nanocrystals in single-walled carbon nanohorns (�2 nm
diameter) exhibit the super-high-pressure B2 structure even
though the pressure of the bulk phase was below 0.1 MPa. The
B2 phase occurs only at pressures above 1900 MPa for bulk KI
crystals.

Although experimental measurements are difficult at present,
these pressures can be calculated in molecular simulations. There
are at least two routes to the determination of the normal and tan-
gential pressures in simulations, the virial route [4,85] in which
one tracks the intermolecular forces and averages them, and the
thermodynamic route [86] in which small volume changes are
made by perturbing the length of the simulation box in a particular
direction, a, and determining the pressure Paa from the thermody-
namic identity

Paa ¼ lim
DV!0

DA
DV

� �
N;T;b–a

; ð29Þ

where A is the Helmholtz energy.

3.2.1. The normal pressure
Although the pressure in the direction normal to the pore walls

is constant for a given slit-pore, it depends strongly on the pore
width, and oscillates as H increases due to molecular packing ef-
fects. This is illustrated in figure 14 for argon and carbon tetrachlo-
ride confined within slit carbon pores. The results are presented in
terms of the ‘effective pore width’, H0 ¼ H � rCC , to allow for the
dead space near the pore walls. The inverted triangles and solid cir-
cles are results from Grand Canonical Monte Carlo (GCMC) simula-
tions [85,87], while the single diamond point is from experiment
[87] for CCl4 in activated carbon fibers (ACF). The oscillations in
the normal pressure arise from oscillations in the average density
in the pore as H increases. Thus, for H0� = 1.8 the pore can accom-
modate two complete layers of adsorbate, but further increase in
pore width to H0� � 2.3 is necessary before a third layer can begin
to form. For pore widths in the range (1.8 to 2.3) the average den-
sity in the pore falls, and the normal pressure falls with it. Once the
third layer starts to form, the density and normal pressure increase
rapidly, until the third layer is complete at about H0� � 2.6. The
amplitude of the oscillations in PN are of the order a few hundred
MPa for the smaller pore widths. Such oscillations have been
observed [88] in surface force experiments. Similar oscillations
are observed in simulations for cylindrical and spherical pores [89].

The experimental point in figure 14 was obtained from X-ray
diffraction measurements of Dd002, the change in d002 due to the
adsorption, where d002 is the separation distance between the
graphene layers in the activated carbon fibers. Using Young’s equa-
tion, PN ¼ �ETðDd002=d002Þ, where ET is the transverse compressive
modulus of the ACF, the normal pressure can be estimated to be
(+345.2 ± 170.0) MPa; the rather large error bar is due to the uncer-
tainty in the value of ET for the ACF.

The influence of the wetting parameter on the normal pressure is
shown in figure 15 for several pore widths. In these calculations, the
wetting parameter was varied by varying the potential well depth,
eww (and hence eaw), for the interaction among wall atoms keeping
eaa constant. The unlike pair potential parameters were obtained
from the Lorentz-Berthelot combining rules, raw ¼ 1

2 ðraa þ rwwÞ
and eaw ¼ ðeaaewwÞ1=2. The results reflect several effects. For H⁄ values
of (3.0 and 7.0), several adsorbed layers fit readily into the pore, the
normal force is, on average, attractive, i.e. negative; thus the normal
pressure is negative and increases in magnitude as the wetting
parameter is increased, the effect being greater for the smaller pore,
as expected. The curve for H⁄ = 2.0 results from a change in the rela-
tive contributions from adsorbate–adsorbate forces (which are
repulsive due to strong compression from the walls, hence positive
contributions to PN) and the adsorbate-wall forces, which are



FIGURE 16. The effect of the bulk pressure on (a) the peak tangential pressure for
the contact layer and (b) the normal pressure, for LJ argon at T = 87.3 K (the normal
boiling point) in a slit pore of width H⁄ = 7.0, for various aw values. The bulk
pressure is Psat, that is 0.1 MPa. The sharp jumps in the pressure occur at capillary
condensation.

FIGURE 17. The local density, normal pressure and tangential pressure profiles for
LJ argon at T = 87.3 K and 0.1 MPa bulk pressure in slit carbon pores having 10-4-3
walls of width (a) H⁄ = 3.0 and (b) H⁄ = 4.5.

FIGURE 18. Average tangential pressure vs. inverse pore width for various aw for LJ
argon at its normal boiling point, T = 87.3 K and 0.1 MPa bulk pressure. In these
calculations different aw were obtained by varying eww (and hence eaw), keeping eaa

constant. The pore width H⁄ is measured in molecular diameters.
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negative, i.e. attractive. For small values of aw there is little adsorp-
tion, but foraw � 0.7 an adsorbed layer forms and the positive adsor-
bate–adsorbate forces are strong relative to the negative adsorbate-
wall forces, leading to a positive normal pressure. As aw increases
further, however, the contribution of the negative adsorbate-wall
forces becomes increasingly important, and the normal pressure
starts to decrease and eventually becomes negative. For H⁄ = 4.5
the normal pressure becomes positive at small and moderate aw,
as for H⁄ = 2.0, but when aw � 2.2 there is a transition to a solid crys-
talline phase, resulting in an increase in the density of the adsorbed
layers, and a consequent increase in the positive value of the normal
pressure.

The influence of the bulk pressure on the normal pressure in the
pore is shown in figure 16(b) for a pore width of H⁄ = 7.0. In a pore
of this width, capillary condensation occurs at a bulk pressure that
depends on the temperature and on the value of aw. The bulk pres-
sure is seen to have very little influence on PN for pressures below
the capillary condensation point. However, capillary condensation
results in a sharp change in PN. For a pore width of 7.0, for which
the adsorbed layers fit easily into the pore, PN is negative (attrac-
tive force acting on the walls). For other pore widths PN can be po-
sitive, and capillary condensation may then lead to a sudden
increase in PN.

3.2.2. The tangential pressure
In GCMC simulations, the local tangential pressure, PT (z), is cal-

culated as a function of the distance z from the pore wall. Some
typical results are shown in figure 17 for LJ argon in a slit carbon
pore at the normal boiling point of argon, T = 87.3 K and 0.1 MPa
bulk pressure. The local tangential pressure is seen to depend
strongly on the local density, q(z). As shown in figure 17, the tan-
gential pressure in the center of the adsorbed contact layers next to
the wall are very high, over 2500 MPa for H⁄ = 3.0 and over
1500 MPa for H⁄ = 4.5. In the case of the larger pore, two interior
layers are formed and have lower pressures, although still of the
order 800 MPa at the peak.

The effect of the wetting parameter and pore width on the tan-
gential pressure is shown in figure 18. In this figure, the more
physical average tangential pressure, PT,avg, is plotted rather than
the local pressure. The average tangential pressure is the un-
weighted average of the local pressure, i.e.,

PT;avg ¼
Z þH=2

�H=2
PTðzÞdz: ð30Þ

For very small values of aw the tangential pressure becomes
increasingly negative as the pore width is reduced, but this trend
is reversed for aw P �0.5, resulting in average tangential pressures
of 1000 MPa or higher for small pores and aw > �2. This behavior for
the effect of aw and inverse pore width on the tangential pressure
from molecular simulation is similar to their influence on the exper-
imental determined freezing temperature in the pore displayed in
figure 5.

The influence of the bulk pressure on the tangential pressure is
illustrated in figure 16(a) for pores of width H⁄ = 7.0. In contrast to
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the normal pressure, for which the bulk pressure has very little ef-
fect below the capillary condensation pressure, the tangential pres-
sure increases very rapidly with even very small increases in bulk
pressure. This is especially noticeable for aw values corresponding
to carbon and mica walls, where the tangential pressure rises
roughly exponentially once adsorption begins, until capillary
condensation occurs. For the case of the carbon pore, for example,
an increase in the bulk pressure of about one hundredth of a MPa,
from Pbulk of (0.001 to 0.01) MPa, results in an increase in the peak
tangential pressure of about 650 MPa. This suggests that variation
of the bulk pressure in experiments might enable observation of a
variety of phase transitions in the pore, making it possible to study
the high pressure part of the in-pore phase diagram.
4. Conclusions

The simplified model treated here provides a useful framework
for a qualitative understanding of many of the thermodynamic
phenomena encountered in confined nano-phases. The two main
system variables, pore width expressed as the number of molecu-
lar diameters, and the microscopic wetting parameter, aw, emerge
naturally from the corresponding states treatment, and aid in
interpreting experimental data, such as capillary condensation
and freezing transitions in pores (see, for example, figure 5). How-
ever, other factors, such as the roughness of the pore walls, their
shape and connectivity, and non-spherical intermolecular interac-
tions are not accounted for in this model, and can be important for
certain properties. Wall roughness leads to heterogeneity of the
adsorption sites and is known to have a strong effect on adsorption
isotherms at low loading [90,91] and on the tangential pressures
near the pore walls [81]; in the latter case the roughness disrupts
the adsorbed contact layers next to the wall, lessening the com-
pression of these layers. Adsorbates whose molecules associate,
due to hydrogen bonding or other specific interactions, tend to
form molecular clusters when confined, rather than regular layers.
This is particularly the case for adsorbed water in carbon materials
[92,93].

We have mainly considered slit-shaped pores. These are some-
what easier to treat since the confinement is in only one direction,
and in the limit that pore width becomes very small the confined
nanophase becomes two dimensional, and so still has well-defined
phase transitions. Curved pore walls, as in cylindrical and spherical
pores, leads to confinement in two or three dimensions, respec-
tively, and stronger steric hindrance by the walls. In the limit of
small pore width the confined nanophase becomes one- or zero-
dimensional, respectively. In such pores phase changes are
rounded, and will not occur for very small pores.

For pores of simple slit or cylindrical geometry, there are two
distinct and independent pressures in the confined nanophase,
one normal to the wall and one parallel to it (the tangential pres-
sure) [81]. For spherical pores, there are also two such pressures;
however, they are related through a first order differential equa-
tion [94]. The molecular simulation results show that the normal
and tangential pressures are very different in magnitude. More-
over, as seen in figures 14–18, the influences of the main state
and system variables on these two pressures are quite different.
It is likely that they play different roles in observed phenomena
in confined nanophases. It seems quite unlikely that it is possible
or profitable to define a single scalar effective pressure for the con-
fined nanophase, as some authors have done.
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[38] M. Śliwinska-Bartkowiak, M. Jazdzewska, L. Huang, K.E. Gubbins, Phys. Chem.

Chem. Phys. 10 (2008) 4909–4919.
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[49] R. Radhakrishnan, K.E. Gubbins, M. Śliwinska-Bartkowiak, J. Chem. Phys. 112

(2000) 11048–11057.
[50] H.F. Booth, J.H. Strange, Mol. Phys. 93 (1998) 263–269.
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